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Abstract— In this paper I give a short overview about the research of collaboration in information visualization. Collaboration is
examined for developing some models of how people interact and collaborate. Studies showed that collaboration can improve the
quality and the time of answers. These models and other research results make it possible to create design-guides that describe
what you have to think about configuring a collaborative environment. These guidelines make collaboration more efficient if the
collaboration partners are using a well designed visualization tool. New technology affords new ways of collaboration and interaction.
At an interactive table for example a small group is allowed to work in a synchronous or asynchronous way on a dataset to discover,
collect and share information. Wall size displays are helpful platforms for large group discussions. The Internet allows to create
communities like sense.us where everybody is able to analyse data and to discuss about results. So you can work in a distributed
way efficiently as well as in a co-located environment. But new technology leads to new problems. Who is allowed to manipulate the
dataset and view in a synchronous environment? How to identify the interacting user? Or what about drag-and-drop on a wall-size
display? So there is still a need of research.

Index Terms—Collaboration, Information Visualization, computer supported cooperative work, CSCW, Design Guide

1 INTRODUCTION

Collaboration is a helpful tool in our daily life. If you work, learn or
study you have to be able to work collaboratively. But why do you
have to work in cooperation with other people in school, in business
and so on? In general you can say collaboration is an easy way to
solve a complex problem or to collect a lot of ideas. It allows to anal-
yse a big set of data that is to complex for one person. But sometimes
the dataset is still to complex for a group to get analysed. In this case
you need some kind of techniques to master the complexity of data.
Technologies like computers and Internet are able to support collabo-
ration. For instance, bar and pie charts are famous ways of visualising
information. But in time of hypervariate data there is a need of new
systems that can visualise complex data in an easy understanding way.
New technologies like interactive tables and wall-size displays have a
need of research, too. They need some applications that are able to use
their advantages to make collaboration more efficient. Research tries
to solve existing problems and to develop applications that can be used
in different collaborative environments. Petra Isenberg [5] for exam-
ple developed a tree layout for hierarchical data. So each member of a
group got the same view on the visualization at a tabletop environment.
Another goal of research is to understand the way of how people col-
laborate. So it is possible to create some models that show how people
communicate during the collaboration [3]. With these models you can
design applications that make collaboration more efficient.

In this paper first I will give an overview of the research of collabo-
ration and technology. Then I describe a design-guide for applications
and some applications itself. After that I will discuss some problems
and show possible solutions.

2 COLLABORATION

In this section I will discuss the aspect of collaboration. First I describe
some general things about collaboration and than I give an overview
of current research results.

2.1 Characteristics
There are two ways of analysing data: with and without a specific
question [3][4]. Without a question means that you go throw the data
to discover some interesting connections. Additionally the term col-
laboration divides into two pairs of characteristics:
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• co-located vs. distributed

• synchronous vs. asynchronous

Fig. 1. co-located environment

The properly meaning of collaboration is that a small group is sit-
ting at a table collecting ideas and discussing them to solve some prob-
lems or answer a question. You call that kind of work co-located and
synchronous because the group’s members are at the same location
and are working at the same time on a dataset or view of the data.
Synchronous views are also called WYSIWIS (what you see is what I
see) [16]. However asynchronous means that the users are not work-
ing at the same time. Computers and the internet bring new possibil-
ities to collaboration. So you are able to work distributed, too. This
means that the group’s members do not have to be at the same loca-
tion. They can work in different rooms, cities or countries. As a result



Table 1. collaboration characteristics

co-located distributed
synchronous x (x)
asynchronous (x) x

of this distributed collaboration also is mostly asynchronous. But de-
spite of this the most used way of collaboration is still co-located and
synchronous [16] [5] [7]. Figure 1 shows such an instrumented co-
located environment. There are a few people standing at an interactive
table working on one view of data. But not all combinations between
co-located/distributed and (a-)synchronous are sensible (see table 1).
As mentioned co-located and synchronous is the most common way of
collaboration [16] [5] [7]. Because the research of collaboration in in-
formation visualization is quite new [6] co-located and asynchronous
is possible but there is a lack of applications. Additionally in collab-
oration people should work in cooperation, so with an asynchronous
view there should also be the possibility to switch in a synchronous
view for sharing or discussing information [6]. Distributed systems
have been introduced in 1994. In such environment asynchronous
views are very sensible. However synchronous might be useful for
presenting results or for discussions.

2.2 Research Results
Research examines collaboration to understand how people communi-
cate and interact. Mark et al. for example tried to develop a model that
shows the decision process of how people answer questions by dis-
covering some data working collaborative on a visualization system
[3]. The results in this study are based on an experiment with three
configurations: working alone, remoted and co-located on a Smart-
Board (both in groups of two). These three groups are splitted again in
two groups differentiating the using visualization application. There
where two tasks they had to master: finding the answer on a specific
question and to find some interesting connections in the given dataset.
During the experiment the groups were video taped for analyse their
behaviour. The resulting model got five stages (see figure 2). First the
question get parsed into important variables. Then one variable get
mapped on an equivalent variable in the visualization tool. After that
the visualization gets manipulated. In stage four the results get vali-
dated. If there are no more variables to be examined an answer on the
question becomes expressed. Otherwise, stages two to four were re-
peated. Such a model allows to understand how people communicate
and solve problems working collaboratively. Regarding this you are
able to make information visualization applications more efficient.

Fig. 2. decision process model by Mark et al. [3]

In a previous study with the same experimental design Mark et al.
discovered that: Groups of two have a greater probability of find-
ing the correct result than an individual [4]. In free discovery tasks
groups create more answers and their results are more meaningful.
Other studies showed similar results. [8] proved in an experiment with
three different duration (four hours a day, eight hours spread over two
days and 24 hours spread over five days) that synchronous collabo-
ration improves the analysing and solving process in time and qual-
ity. [1] examined in the study if distributed synchronous collabora-
tion gets improved by using some visualizations. To investigate this
there are groups of two. The group’s members are remote connected.

The groups differentiate in the visualization they are working with:
no visualization (all data are on a spreadsheet), unshared visualization
(working with a visualization tool), shared view only visualization (the
group’s members got a visualization tool and are able to see what the
partner is doing) and shared full access visualization (the partners can
work with to partner’s data, too). The group’s task was to identify a
serial killer supported by their visualization. The finding of this study
is that groups with a visualization identified more often the serial killer
than groups without a visualization. But the shared view-only visual-
ization is quiet unhelpful. The best is to use a full access visualization.
A limitation of this study is that it is not representative amongst others
because of the usage of instant messengers for sharing information.
Others studies showed that using instant messengers for sharing infor-
mation introduces some barriers. Using an audio channel might be a
possible solution [15].

3 TECHNOLOGY

Information visualization is very important to show people complex
data and how they are connected. Often you realise this with simple
bar and pie charts. These can be used for showing election results
or in business for turnover trends over the last few years. A famous
brainstorming-technique is to create a mind-map where you collect all
your ideas and where you mark with lines how these are connected.
With that technique you are able to collect and structure your ideas on
a specific topic. Since computers became more powerful it is possible
to collect complex data and show them in an easy understanding way.
So now you are able to visualise for example hypervariate data and
so on. New technology is able to support collaboration to make it
more efficient. Interactive tables for example like in figure 1 allows to
interact with data. There is no more need for static charts. With such a
table it is possible to change parameters during the runtime and to see
the influence on the data. Users are able to discover data asynchronous
and to switch in an synchronous view for collecting results, sharing
information and for discussions on their findings.

But there are still more techniques than interactive tables. Another
is wall-size displays. With these displays you are able to visualise a
very big dataset. You can present your results or collect ideas that
get showed in a well arranged way. These can be a big discussion
platform, too. [10] developed some kind of interface for using such a
display. SAGE allows to visualise remote data throw the internet on
a wall-size display. Remote computers render the data or application
that should be displayed and send the pixel(-information) to SAGE.
With SAGE you can scale and rearrange the single windows on your
display. This brings the possibility to the user to analyse data or share
applications in high-resolution and supports the asynchronous and dis-
tributed collaboration. A limitation of this system is the availability of
high-speed network.

[12] introduced another way of interaction: a interactive floor.
There are two kinds of interactive floors: sensor- and vision-based
floors. Sensor-based floors are well known as dance floors. Weight
sensors in large tiles detect interaction and so it is possible for ex-
ample to dance a given choreography in a video game. Vision-based
floors (like in [12]) are more complex. Cameras on the ceiling detect
if someone is standing in the interaction area. [12] uses an other tech-
nique. The interactive area is a 12 qm large floor of glass. A projector
under the floor gives the user feedback while interacting. Cameras be-
side the projector detect the shadow of users and so their position. A
limitation of this system is that it is very difficult to connect shadows
to users while jumping and so on. A possible solution might be ceiling
cameras what detect users additional to the cameras under the floor to
connect shadows and users. Using this technique in collaborative en-
vironments might not be sensible. But I wanted to show that research
is developing new ways of interacting that possibly can be useful for
collaboration in the future.

But not all techniques can be used for all tasks. Wall-size displays
are not sensible for interaction with multiple users and interactive ta-
bles should not be used to present some results. The best way is to
combine these techniques to use all their advantages to make collab-
oration more efficient. There are a lot of more things that should be



regarded. Some of these things I will describe in the next chapter.

4 DESIGN-GUIDE

Petra Isenberg et al. developed guidelines you should follow if you
want to design an application or want to create a computer supported
collaborative environment [5] [6]. She refers to other papers and col-
lect their results based on three topics of research: hardware setup,
information visualization and collaborative environment. This design-
guide is intended for co-located collaboration and will be displayed in
this section.

4.1 Hardware Setup

Hardware setup describes the configuration of the environment itself
where you want to collaborate. There are a lot of things you have to
handle with:

• Size of displays

• Kinds of displays you want to use

• Input for interaction

• Resolution for input and output

• System response during interaction

Display size is an important issue. If you want to analyse a big
dataset displays are still to small even for single user data discovering.
So there is a need of applications that brings the possibility to the user
to interact with data to have a look at the whole data. In collaboration
that will be a problem, too. A group of two or more persons should
be able to discover the data. In an asynchronous environment each
member needs to have a view on the data and an interacting possibility,
this makes the space problem worse. So in general you can say as the
number of group’s members grows the size of displays and workspace
needs to increase to support a sufficient viewing and interacting area.

Different kinds of displays bring different ways to configure the col-
laborative environment. Besides of normal displays for each person
you can use tabletops, wall size displays and other stuff. The compo-
sition of the environment needs to regard the different qualities of the
displays, the task you want to work on and the group’s setup. Single
displays are useful for individual work on the dataset, so for asyn-
chronous collaboration. Interactive tables should be used for working
in a small group. They support users in discussing the data based on
its visual representation. However wall size displays are helpful in dis-
cussions of large groups or for presentations of some results. So it is a
quiet important aspect how to configure the collaborative location.

In both synchronous and asynchronous environments each user
should be able to interact with the view. In asynchronous collabora-
tion they can interact with local copies of the view but in synchronous
interacting could be a problem. If each user is allowed to interact the
access to the view has to be coordinated. A possible solution is to
implement multi-focus views where users can mark a view state and
can switch between the different states quiet quickly. Additional the
identification of the interacting users would be preferable.

Resolution is a big challenge. A disadvantage of large displays is
their almost bad resolution. In this case you need to re-design your
application to provide a good readability of texts, colours and so on.
But input interfaces can have a bad resolution, too. Interacting by
fingers or pens is not that accurate as using a mouse. Small items on a
high resolution display with low resolution input are difficult to use.

During interaction the user needs quick response so he can see the
result of the input. Using a large high resolution display showing a
complex visualization is very costly to render. So powerful hardware
is a must-have for computer supported cooperative work.

4.2 Information Visualization
In computer supported cooperative work applications do not have to
regard just on the technical side of environments. Visualising infor-
mation is an important aspect to make collaboration more efficient.
The way how to visualise depends on the underlying data and task.
But there are several other things you have to mind:

• Support creation of mental models

• Different representations of data

• View state history

• Perception

In not computer supported environments users tend to create a
mind-map or so called mental models of their ideas to categorise them
and to see how they stand in connection [5] [6]. So applications should
allow users to organise data and information by themselves to create
categories and mental models. This is useful to get an overview of the
data, to collect ideas and to discuss possible solutions.

Each person is an individual. Everybody has his own preferences
how to work and interact with visualised information. This is a reason
why applications should support different representations of the same
data. So the user is able to chose the visualization that fits the best.
This causes a better and more individual way of interacting with data
but complicates the communication of the group. If someone pointed
out something interesting it is harder to show it other users. A possible
solution is to highlight the point by a marker that appears at the others
views, too.

By switching between individual work and shared views group
members might lose track of interacting. Working on complex datasets
and views it might be hard to pick up the track. A way to preserve
users from catching up with their work is to support a view state his-
tory. This history saves the different states a user worked on. In the
case of losing the track the user looks up his last steps and continues
his work.

Working at an interactive table each group member got a different
angle respectively perspective on the table. There is still not evaluated
how different views on a display influence the admission of informa-
tion in collaboration. But ”A study by Wigdor et al. evaluted the effect
of viewing angle on different graphical variable and suggest that care
should be taken in positioning and choosing the appropriate visual en-
coding as some graphical elements are more robust to distortion than
others”. It seems to be clear that looking at some kinds of charts is
more comfortable by not reading them upside down.

4.3 Collaborative Environment
Designing a collaborative environment includes two main topics:

• Coordinating the group’s activities and

• Supporting the communication

Applications have to support some features a group needs to work
as a team. This makes collaboration more efficient.

In single-user systems often a fixed layout of the workspace is
given. This is not a advisable way for teamwork. In collaborative
environments users tend to divide their workspace in personal, group
and storage spaces. This allows them to discover data in their own
space and to discuss, share and collect information or results on the
group’s workspace.

Complex dataset and view lead to a big list of parameters to ma-
nipulate the view and data for explore themselves. Those actions like
zooming in or filtering of information makes the system difficult to
understand and hard to use because the system transparency becomes
less (see next section). To design an easy to use application the user
does not have to do a big shift of input mode. Also the number of ma-
nipulating dialogs should be as little as possible. This guarantees that
the user is able to interact with the system quiet quickly and does not
have to read the manual before interacting.



Working on one dataset brings the problem of right- and access
management to the user. Deleting information and manipulating a
shared view are scenarios that have to be managed. Additional if
something changed each user should be notified. There is no gen-
eral solution. The right behaviour depends on the tasks and kind of
application you handle with.

Studies evaluated that users tend to work individually if they got
the possibility. So applications should support both individual and
cooperative work. This allows the users to solve parts of a problem
parallel and to collect afterwards their result as a group. An other
scenario can be that users are working parallel on the same problem
for example if it is a quiet difficult one and then they discuss their
results on the shared workspace.

As mentioned notifying the users because data or settings changed
in a shared view during working individually is very helpful. There
should also be the possibility to compare different views and to make
annotations on the data that appear at all other views. So you can
easily add information to some data or add some question that can be
discussed. You always have to mind that users should not be forced to
across or reach into another users workspace.

Based on these guideline Isenberg et al. developed a visualization
for co-located collaboration. This and other applications are described
in the next section.

5 APPLICATIONS

Since computers become powerful to support collaboration they were
used to visualise information in an easy understanding way. But as
mentioned in the previous section there are more things you have to
regard designing an application than the way of representing data.
For example the support of communication and interactive analysis of
data. Petra Isenberg shows a matrix to describe the emphasis of some
available applications (see figure 3). Additional she divides these ap-
plications into three different skills a user needs to be able to work
with this program. These efforts are called expert developers, savvy
designers and novice consumers. Applications mostly got their focus
on one of these goals and skills. But there is a trend that leads to more
flexible programs [6].

Fig. 3. Analysing applications [6]

Flash, a well known animation application, is classified as an ex-
pert communication tool. Because of it’s time-line based environment
and there are no developer tools for data analysis it is not useful for
dynamic exploration of data. So it is still used for interactive graphics
on the internet [6].

Spotfire and sense.us are other programs that were classified. In
the following I will tell something about this applications and will
describe Petra Isenberg’s tree layout.

5.1 InfoZoom and Spotfire
The first applications that were designed for data analysis were devel-
oped for single users on a desktop environment [5]. Two of these tools
are InfoZoom and Spotfire. They are quiet equal but there is one big
difference: the system transparency.

System transparency describes the way of manipulating a program.
As the number of options and property dialogues grows the trans-
parency decreases [9]. InfoZoom is a high transparent application.
It supports three views: wide, compressed view and overview mode.
In each view all values and information are displayed. This affects
the comprehensibility of the data [9]. Spotfire in contrast is not very
tranparent. Figure 4 shows Spotfire. There are several types of visual-
isations you can use for data analysis parallel. Bar and pie charts plus
scatterplots and graphs are just a few of them. You are able to interact
with the data just in time. You can select and deselect values and en-
large and diminish ranges of data that should be shown. So there are a
lot of options and properties you can change.

Fig. 4. the spotfire application [17]

As a result of this if you want to use this application you have to
orient oneself. [9] referred this as cognitive setup costs because first
you have to make your settings and than you can start with analysing
data. Sometimes this process takes a long time because you do not
find straightaway the right view.

The study of [4] showed that using an application with a higher sys-
tem transparency leads to more correct answers on a task than using an
application with lower transparency. While working on a task of free
data discovery using programs like InfoZoom produce more (correct)
answers whereas programs like Spotfire produce more meaningful re-
spectively complex answers. But in general you can say working col-
laboratively using a visualization tool is more efficient than working
alone on a dataset.

Despite it is hard to use them in a collaborative environment. As a
single-user application you might be able to open more than one in-
stance of the program or to use it distributed so that each group mem-
ber is allowed to discover the data on it’s own. But changing or delet-
ing data might be a big problem. Other users do not become notified
that something changed and so they are working on a dated version of
the data. Because of this lack of communication possibilities these two
programs are classified as exploration tools (see figure 3). In collabo-
rative environments configured with new technologies there might be
an other problem using these programs. Because they were designed
as desktop applications they do not support multi touch. On an inter-
active table for example they can be displayed and used but just by one
person. Additional depends the person’s perspective on the program
on the sitting position at the table. This makes them not sensible for
tabletops but for wall-size displays.

In collaboration you can say these tools can be used co-located and
synchronous but this raises the question of who is allowed to manipu-
late the view and dataset. So they might be useful to give an overview



on the data and establish a basis for group discussions on wall-size
displays.

5.2 sense.us
[7] introduces a distributed and asynchronous web based application:
sense.us. As a multi-user application it is designed for a general au-
dience with an emphasis on communication (see figure 3). It includes
an amount of visualizations of US census data over the last 150 years.
Users are allowed to discover the dataset on their own and to discuss
their findings with other users. Because of it’s focus on communica-
tion the four main features are:

• doubly-linked discussions

• graphical annotations

• saved bookmark trails

• social navigation

Fig. 5. the web based application sense.us [7]

Figure 5 shows the sense.us system. Different features are marked
by a letter. Section (a) shows the main feature of this application:
the graphical data visualization. There the current set of data is shown
and you are allowed to change some parameters just in time for a better
exploration of data. Because of the application’s focus on communica-
tion you can write a comment on the current state of the visualization
(section (d)). Other users analysing the same visualization are able to
see the comment in section (e). The meaning of doubly-linked discus-
sions is that you are allowed to do both writing a comment that links to
a view and discovering a view that links to a discussion on itself. But
there are more possibilities to communicate than writing a comment.
Graphical annotations are very helpful to show other users some inter-
esting things in an easy understanding way. Writing a comment on a
visualization you can make some of these annotations that were linked
to your comment, using the annotations bar in section (b). You can
use different 2D-Objects like lines and rectangles. Arrows, Text and
freehand paintings are also possible to create your annotation. Click-
ing on the comment the annotations become displayed to the user in
section (a). So you can show easily what you are talking about or to
give some non displayed information. The URL in section (f) always
displays the current state of the view. Changing a parameter changes
the URL. This allows to use the browser’s back and forward buttons
for an easier navigation through the visited visualizations. Using the
URL permits to use the browser’s bookmark function. But the appli-
cation includes such a feature, too. Bookmarking the current state of
view a little thumbnail becomes displayed in section (c). With these
bookmarks you can compare different views or data discovering some
interesting connections or add them as a link in your comments. Social
Navigation means the availability of profile pages where all comment
and views the user works on are shown. Additional the application in-
cludes comment listing pages with all added comments. These might
be quiet a lot so you are able to sort and search for a comment and to
filter for comments on a specific view.

In conclusion sense.us is a good example for a distributed and asyn-
chronous collaborative application. But there are still some issues. For
example if the data changes, and so the visualization, what about the
graphical annotations? Despite a user study showed that users enjoyed
exploring data and that the four main features are very helpful [7].

5.3 Isenberg’s Tree Layout

Based on Petra Isenberg’s design-guide she developed a tree layout
bearing the guidelines in mind [5]. But I have to note this is just a
layout and not a stand-alone application that can be used for data anal-
ysis. With this layout I just want to show a possible implementation of
the guidelines.

5.3.1 Hardware Setup

The section hardware setup is not important describing the tree layout.
Despite I want to give a short summary of the used environment to
show in a detailed way the implementation of the guidelines.

For interaction there is used a touch-sensitive tabletop display. With
a resolution of approximately six mega pixels the environment can be
used by small groups of two to four people. Because of the maximum
allowable touches of two and the size of the table, groups of five and
more are not sensible. Interacting users can not be identified. But the
layout can be used on wall size displays, too.

5.3.2 Information Visualization

Fig. 6. two tree layouts by Petra Isenberg et al. [5]

The designed system supports hierarchical data that become dis-
played as a radial tree or alternatively as a cladogram. Figure 6 shows
on the left an example of the radial tree and on the right the associ-
ated cladogram. The main advantage of a radial tree is that each group
member sitting at the table is allowed to look as good as other users at
the visualization no matter of the sitting position. A cladogram in con-
trast ist useful to be displayed on a wall size display for discussions
and so on. All visualizations can be freely positioned , zoomed and
rotated on the screen and each of them got it’s own menu buttons.

Supporting mental models is a very important feature an applica-
tion should include. With these models you can collect all important
information to get an overview of all relevant data and to create a pos-
sible solution on a specific question. With Isenberg’s system you are
allowed to pool different visualizations into a container. These con-
tainers of visualizations can be easily scaled and repositioned. Visu-
alizations can be added and deleted just by moving into and out of a
container. But these containers pool only whole visualizations and not
single information. So containers can be used to summarise relevant
visualizations but not to collect important connections between them.

Individual preferences on a view are supported by the two differ-
ent visualization types: radial tree and cladogram. By dragging on a
special widget the visualization becomes changed. This is quiet com-
plicate because each user needs such a widget. Else he has to walk
around the table to the place where the widget is to change the rep-
resentation. Or he has to disturb other users during work to hand the
widget to the user. A better solution might be to add an additional
button to the menu bar of the visualizations.



5.3.3 Collaborative Environment
Supporting different kinds of collaboration is a very important feature.
With Isenberg’s system it is possible to work both synchronous and
asynchronous. Users can work individually on a copy of the dataset
and can switch easily to cooperation by scaling a visualization to get
a closer look. The number of visualizations is limited by the using
graphics hardware.

As mentioned as lot of visualization applications are design for
desktop environments. Using these on a tabletop is not sensible be-
cause they do not support the special features and the different work-
flow. So visualization parameters should not be changed by dialogues
and fixed menus. The implemented system uses widgets to change
these parameters. For example to change the colour of a visualization
you have to drag it on a colour-widget or the other way around. This
allows that each user got it’s own set of changing widgets that can be
freely positioned on the screen.

Communication is a very important aspect that each collaborative
data analysis application should support. The presented system al-
lows to create annotations to show other users interesting things or to
add intermediate results. Using the finger as a low resolution input so
called sticky notes are useful annotations. They look like post-it’s that
point to an information or contain some kind of result. Using a pen
as a higher resolution input you can paint your annotation like arrows
and so on directly into the visualization.

In general you can say Isenberg supports a lot of features that an
efficient collaboration environment requires but there are still a few
issues that need to be worked on.

6 DISCUSSION

The research of collaboration in information visualization is a quiet
new topic [6]. As mentioned there are a lot of things you should re-
gard designing a visualization application or configuring a collabora-
tive environment. I described a few more things that still have a need
of research. But especially using new technologies like wall size dis-
plays causes some problems I will explain in the following. [2] gives
a short overview of some of these problems and proposes a few solu-
tions.

Using big displays implicates that the user has to move the mouse
on the screen over a large distance. On displays with a lower refreshing
rate or a bigger size while moving the mouse fast the cursor seems to
jump over the display. This increases the possibility of losing track
of the cursor. [13] introduces a possible solution: the high-density
cursor. High-density cursor adds additional cursor images between
the previous and current cursor position during one refreshing time.
If the screen becomes refreshed high-density cursor adds new cursor
images if needed. This technique is alike the windows mouse trail.

In a multi display environment there is the problem of different dis-
play sizes, resolutions and offsets. Moving the cursor from one dis-
play into an-other the cursor’s position becomes warped. So targeting
across multiple screens becomes very difficult. Mouse ether, described
in the paper of [14], might be a possible solution. Before starting you
have to configure mouse ether so that the system gets to know the
screen sizes, resolutions and positions towards each other. After that
you are able to move the mouse trough the non displayed space be-
tween two screens, the so called ether. This allows to move the cursor
from a display to another more precisely. If the cursor gets lost the
system moves it to the next visible position on a screen.

Drag-and-drop and moving operations on interactive wall size dis-
plays is quiet difficult. The user needs to walk along the display to the
destination where he wants to drag or move. There are still some solu-
tions to solve this problem [11]. Push-and-throw for example displays
during the drag operation a half transparent miniature of the desktop.
The user can drag onto the miniature. While dropping the dropped
icon moves to the according position on the desktop. As an disadvan-
tage the resolution of this operation is not that good. Drag-and-pop
is an-other approach. Here while dragging compatible icons are dis-
played near to the cursor position. For example while dragging a html
document, the trash bin, folder and browser icons are displayed. Mov-
ing the icon to an other position is not supported. Push-and-pop is a

combination of both approaches. There a desktop miniature including
the compatible icons become displayed. The user can drag the icon on
an-other or on a position. This allows to drag and move icons. In a
study [11] push-and-pop has been almost the fastest technique.

In conclusion apart from a few issues research is on a good way to
make collaboration more efficient. Collaboration itself is a well exam-
ined topic. Some problems like deleting and manipulating view and
data in a synchronous collaborative environment can not be solved be-
cause they depend on the underlying task. Isenberg’s implementation
of her guideline still has some constrictions. So now it is time to de-
velop applications and to advance interaction based on the explored
design-guides to use the features and advantages of new technologies.
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