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Announcements
• we will decide on a winner of assignment 1 in the coming days.
• perform next exercise as group of four

– with individual submissions (explained in the assignment)

• explore real-world problems
– interview
– sign a consent for audio recordings!

• create solutions/ideas
– brainstorming
– selection of a limited number of ideas

• communicate your idea and act it out
– video prototyping

• related work will help you 
• I will be the next two weeks in the exercises to give you 

feedback on your work.
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Let’s recap

• timeline of input technologies
– desktop input devices
– of people thinking out-of-the-box

• strategy of how people work
– trial-and-error vs. instead of “knowing your problem very 

well”
– designer: step-by-step, do not know what the problem is and 

how to solve it, cooperation between user and computer, like 
human assistant

– old way: understand problem, know steps to solve, computer 
is elaborated calculating machine

2
Friday, February 14, 14



LMU München — Medieninformatik — Andreas Butz — !Mensch-Maschine-Interaktion II  — WS2013/14                                                    Slide

Desktop Environments

3

context and task
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input technologies
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interaction design

output technologies
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Pointing - Fitts’ Law

• a, b vary according to nature of acquisition 
task, the kind of motion performed or the 
muscles used.

• visual/display space and motor/control space

4

pointing performance can have substantial impact on overall user productivity.
Thus, it is highly worthwhile for interface researchers and designers to attempt to
optimize pointing performance to the greatest extent possible.

In contrast to pointing to physical objects in the real world, pointing in the virtual
world is typically achieved via an input device that acts as an intermediary between
the human and the graphical objects being pointed to. Despite the presence of this
intermediary, however, Card et al. (1978) showed in their seminal paper that virtual
pointing can be accurately modelled using Fitts’ law (Fitts, 1954; MacKenzie, 1992),
which asserts that the movement time MT to acquire a target of width W which lies
at a distance D is governed by the relationship

MT ¼ aþ b log2
D

W
þ 1

! "

;

where a and b are empirically determined constants, the logarithmic term is called
the index of difficulty (ID) measured in ‘‘bits’’, and the reciprocal of b is the human
rate of information processing for the task at hand and is often referred to as the
index of performance (IP) or bandwidth. Note that the above Shannon formulation
of Fitts’ law is the widely preferred alternative amongst several from both theoretical
and practical perspectives (see MacKenzie, 1992, for a discussion on these alternative
formulations).

In addition to demonstrating the applicability of Fitts’ law to modelling
virtual pointing, Card et al. (1978) and other researchers (e.g. MacKenzie, 1992;
Douglas and Mithal, 1997) have also clearly shown that virtual pointing using
input devices like the mouse or stylus can result in performance very similar
to intermediary-free physical pointing. Based on this well replicated finding,
one might argue that pointing in the virtual world is ‘‘as good as it can
possibly get’’. However, in recent years HCI researchers have realized that
since virtual pointing does not have to be constrained by the laws of the
physical world, it may be possible to actually ‘‘beat’’ Fitts’ law and make virtual
pointing easier than its physical counterpart. Assuming that the input device used is
optimal in that it enables virtual pointing performance equivalent to physical
pointing, Fitts’ law indicates two possible approaches for further optimization:
reduce D or increase W. Directly changing these two parameters obviously does
nothing more than change the size and position of onscreen graphical elements,
which are presumably already laid out in a reasonably optimal fashion due in part to
the interface designer’s basic appreciation of Fitts’ law. The challenge is to indirectly
affect further changes in D and/or W in ways that do not substantially alter the
overall visual appearance of the graphical interface, but nonetheless result in shorter
pointing times.

In this paper, we survey the recent research on attempts at creating virtual
enhancements to improve pointing performance. We begin with some background
on the current understanding of the underlying human motor actions that are
believed to be modelled by Fitts’ law. In light of this foundational knowledge, we
then discuss the various pointing facilitation techniques that have been developed to

ARTICLE IN PRESS

R. Balakrishnan / Int. J. Human-Computer Studies 61 (2004) 857–874858

Friday, February 14, 14



LMU München — Medieninformatik — Andreas Butz — !Mensch-Maschine-Interaktion II  — WS2013/14                                                    Slide

Desktop

context and 
task

challenges

input 
technologies

challenges in 
interaction 
design

 Pointing

output 
technologies

Pointing - Fitts’ Law

• D = distance to target 
– Dm - motor space, Dv - virtual space

• W = width of target
– target width vs. effective target width

• control-display gain 
– gain < 1: display pointer moves slower, covering less distance than 

the control device 
– gain > 1: display pointer moves proportionality farther and faster than 

the control device cursor movement. 
• goal: decrease MT!
• how?
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Drag-and-pop - ‘decrease D’
• Idea: temporarily bringing virtual proxy of the 

most likely potential set of targets towards the 
cursor.

• originally designed for desktop icons
• challenges if applied to other elements?

– proxies overlay
– occlusion of valuable information
– selection of targets in distance or vicinity
– calm visual design to avoid annoyance

6

Literature: Baudisch et al. Drag-and-Pop and Drag-and-Pick: Techniques for Accessing Remote Screen 
Content on Touch and Pen-operated Systems. In Proc Interact'03, pp. 57--64.

Drag-and-Pop and Drag-and-Pick: techniques for accessing 
remote screen content on touch- and pen-operated systems 
Patrick Baudisch1, Edward Cutrell1, Dan Robbins1, Mary Czerwinski1, 

Peter Tandler2, Benjamin Bederson3, and Alex Zierlinger4 
1Microsoft Research, Redmond, WA; 2Fraunhofer IPSI, Darmstadt, Germany; 

3HCIL, University of Maryland, MD; 4Maila Push, Darmstadt, Germany 
{baudisch, cutrell,czerwinski, dcr}@microsoft.com; tandler@ipsi.fhg.de; 

bederson@cs.umd.edu; alex@zierlinger.de 
 

Abstract:  Drag-and-pop and drag-and-pick are interaction techniques designed for users of pen- and touch-
operated display systems. They provide users with access to screen content that would otherwise be impossible 
or hard to reach, e.g., because it is located behind a bezel or far away from the user. Drag-and-pop is an exten-
sion of traditional drag-and-drop. As the user starts dragging an icon towards some target icon, drag-and-pop 
responds by temporarily moving potential target icons towards the user’s current cursor location, thereby allow-
ing the user to interact with these icons using comparably small hand movements. Drag-and-Pick extends the 
drag-and-pop interaction style such that it allows activating icons, e.g., to open folders or launch applications. In 
this paper, we report the results of a user study comparing drag-and-pop with traditional drag-and-drop on a 15’ 
(4.50m) wide interactive display wall. Participants where able to file icons up to 3.7 times faster when using the 
drag-and-pop interface. 
 

Keywords: Drag-and-drop, drag-and-pick, interaction technique, pen input, touchscreen, heterogeneous display. 
 
 

1 Introduction 
With the emergence of pen- and touch-operated per-
sonal digital assistants (PDAs), tablet computers, 
and wall-size displays (e.g., Liveboard, Elrod et al., 
1992; Smartboard, http://www.smarttech.com), 
touch and pen input have gained popularity. Over 
the past years, more complex display systems have 
been created by combining multiple such display 
units. Wall-size touch displays have been combined 
into display walls, such as the DynaWall (Streitz 
2001), or the iRoom Smartboard wall (Johanson, 
2002b). Recent PDAs and tablet computers allow 
connecting additional displays, such as another tab-
let or a monitor in order to extend the device’s inter-
nal display space. 

Touch/pen-operated screens that consist of mul-
tiple display units bring up a new class of input chal-
lenges that cannot always be solved with existing 
techniques, because many of the existing techniques 
were designed for indirect input devices, such as 
mice, track pads, or joysticks. Indirect input devices 
can be used on arbitrary display configurations, be-
cause they can simply be mapped to the respective 
topology (e.g., PointRight, Johanson 2002a). Touch/ 
pen input, however, is based on the immediate 

b
c

dFigure 1: Drag-and-pop

a

 
correspondence between input space and display 
space and thus requires users to adapt their input 
behavior to the physicality of the display system. 
Here are three examples where this can become 
problematic. 

Friday, February 14, 14
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Drag-and-pop - ‘decrease D’
• Drag-and-pop’s candidate:

– icons of compatible type
– tip icons layout: snap icons to a grid, 

remove empty rows and columns
– icons located within a certain angle from 

the initial drag direction.
– if(no. of qualifying icons > limit)

• eliminate tip icon candidates until hard 
limit is met starting from outside, going 
inwards.

• Results: 
– not significantly faster on desktop
– advantage for very large screens
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touch and pen input have gained popularity. Over 
the past years, more complex display systems have 
been created by combining multiple such display 
units. Wall-size touch displays have been combined 
into display walls, such as the DynaWall (Streitz 
2001), or the iRoom Smartboard wall (Johanson, 
2002b). Recent PDAs and tablet computers allow 
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Touch/pen-operated screens that consist of mul-
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mice, track pads, or joysticks. Indirect input devices 
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correspondence between input space and display 
space and thus requires users to adapt their input 
behavior to the physicality of the display system. 
Here are three examples where this can become 
problematic. 

Literature: Baudisch et al. Drag-and-Pop and Drag-and-Pick: Techniques for Accessing Remote Screen 
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than a given threshold (default 15 pixels). During 
preliminary testing on a Smartboard, we got good 
results with first-time users when using sector sizes 
of ±30 to ±45 degrees. The sector size could be re-
duced to sector sizes of ±20 degrees as users gained 
more experience. 

Forth, if the number of qualifying icons is above 
some hard limit, drag-and-pop eliminates tip icon 
candidates until the hard limit is met. Icons are re-
moved in an order starting at the outside of the target 
sector moving inwards. This rule assures the scal-
ability of drag-and-pop to densely populated dis-
plays, but requires drag-and-pop users working with 
densely populated screens to aim more precisely. 
We typically use hard limits between 5 and 10. 

4.2 Computing the tip icon layout 
Once tip icon candidates have been selected, drag-
and-pop determines where on the screen to place the 
tip icons. In order to avoid interference between tip 
icons, the location of all tip icons is computed in a 
centralized fashion. 

Our drag-and-pop prototype uses the following 
algorithm that is illustrated by Figure 5: (1) Snap 
icons to a grid and store them in a two-dimensional 
array, with each array element representing one cell 
of the grid. If two or more icons fall into the same 
cell, refine the grid. (2) Shrink the icon layout by 
eliminating all array columns and rows that contain 
no icons. (3) Translate icon positions back to 2D 
space by mapping the array onto a regular grid. By 
default, the output grid is chosen to be slightly 
tighter than the input grid, which gives extra com-
pression.  

a b

 
Figure 5: Drag-and-pop computes tip icon layouts 

(a) by snapping icons to a grid and then (b) removing 
empty rows and columns. 

We chose this algorithm, because it preserves 
alignment, proximity, and spatial arrangement be-
tween icons, which allows users to use their spatial 
memory when identifying the desired target within 
the tip icon cluster. This is especially useful when 
tip icons look alike (e.g., a folder in a cluster of 
folders). In order to help users distinguish local icon 

clusters from surrounding icons more easily, the 
algorithm may be adjusted to shrink empty rows and 
columns during layout computation instead of re-
moving them entirely. 

After the tip icon layout has been computed, 
drag-and-pop positions it on the screen such that the 
center of the layout’s bounding box is located at the 
direct extension of the user’s current mouse motion. 
The distance of the tip icon cluster to the user’s cur-
rent cursor position is configurable. For inexperi-
enced users, we got best results with distances of 
around 100 pixels; shorter distances made these us-
ers likely to overshoot the cluster. For more experi-
enced users, we were able to reduce the distance to 
values around 30 pixels, which allowed these users 
to operate drag-and-pop with less effort, in a more 
“menu-like” fashion. In order to reduce visual inter-
ference between tip icons and icons on the desktop, 
drag-and-pop diminishes desktop icons while tip 
icons are visible. 
4.3 The rubber band 
When the tip icon cluster is displayed, users need to 
re-identify their targets within the tip icon cluster in 
order to be able to successfully acquire them. 

Our first implementation of drag-and-pop created 
tip icons on top of their bases and used slow-in-
slow-out animation (Shneiderman 1998) to move tip 
icons to their final location. While this approach 
allowed users to locate the final position of the de-
sired tip icon by visually tracking it on its way from 
basis to final position, it also required users to either 
wait for the animation to complete or to acquire a 
moving target. We therefore chose to abandon the 
animation and immediately display tip icons at their 
final destinations. 

In lieu of the animation, we provided tip icons 
with rubber bands. The design prototype of the rub-
ber band is shown in Figure 6. For performance rea-
sons, our prototype, which is shown in all other 
screenshots, uses rubber bands of a lower level of 
graphical detail, i.e., a tape and three lines in the 
color scheme of the corresponding icon. 

The purpose of the rubber band is to offer the 
functionality of the animation, but without the prob-
lems alluded to above. The rubber band, decorated 
with the respective icon’s texture, can be thought of 
as having been created by taking a photograph of the 
tip icon animation with a very long shutter speed 
(so-called motion blur, e.g., Dachille and Kaufman, 
2000). Like the animation, the rubber band allows 
users to trace the path from base to tip icon. How-
ever, users can do this at their own pace and the cus-
tomized texturing of the rubber band allows users to 
start tracing it anywhere, not only at the base. 
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Object Pointing - ‘decrease D’
• Guiard et al. noted that in most real graphical 

user interface are a significant number of 
pixels serving no useful function other than 
providing a pleasing interface layout.

• 50 selectable object, 400 px size, 1600x1200 
px display
– how many pixels are “used”?
– from a total of how many pixels?

• skip the “empty space”

8

Literature: Guiard et al., “Object pointing: a complement to bitmap pointing in GUIs”. 2004
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Object Pointing - ‘decrease D’
• Idea: if cursor leaves a selectable object and 

its velocity exceeds a threshold, it jumps to 
the next available target.
– advantages: 74% faster than regular pointing for a 

reciprocal pointing task.
– disadvantages:

• selection or manipulation of an individual pixel (text 
character in word processor)

• tools are often tiled together
• jumping motion might be annoying (controlled 

experiment vs. field study)

9

Literature: Guiard et al., “Object pointing: a complement to bitmap pointing in GUIs”. 2004
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‘Increase W’
• fish-eye-dock menu in MacOS X

– icons expand when cursor is over them.
• advantage: effective use of screen real estate
• disadvantage: occluding neighboring targets

10

http://maxcdn.webappers.com/img/2008/03/fish-eye-dock-menu.png
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Area Cursor - ‘Increase W’
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Literature: Kabbash et al., “The Prince Technique: Fitts’ Law and Selection Using Area Cursor”. CHI’95

4. Facilitating pointing by primarily increasing W

4.1. Area cursors

An interesting twist to the pointing facilitation problem is suggested by the work
of Kabbash and Buxton (1995) who investigated the use of area cursors that have an
active area or ‘‘hot spot’’ that is larger than the single pixel of standard cursors (Fig.
4). Kabbash and Buxton showed that selection using area cursors could be
accurately modelled using Fitts’ law, with W being the width of the cursor rather
than the width of the target (assuming that the target width is smaller than cursor
width). Thus, very small targets which would traditionally have a high index of
difficulty when selected by a point cursor would have a much lower index of
difficulty when selected by an area cursor. Zhai et al. (1994) also showed that 3D
volume cursors could improve performance when selecting objects in 3D space,
although their focus was on the effects of translucency in the cursor, rather than a
Fitts’ law analysis per se.

While the basic Fitts’ law analysis of Kabbash and Buxton is sound and indicates
that area cursors can be a promising way to improve pointing performance, Worden
et al. (1997) point to two significant problems with area cursors: large area cursors
can obscure underlying data, and it can be difficult if not impossible to use area
cursors to select one target from several targets closely grouped together. The first
problem is largely mitigated if the area cursors are rendered semi-transparent as in
Zhai et al. (1994). The second problem, however, requires more creative handling.
Worden et al. (1997) propose an enhanced area cursor that has two hot spots: the
area encompassed by the whole area cursor, and a second single point hot spot
within the area cursor. When targets are far apart, the cursor behaves like the default
area cursor. However, when more than one target is within the area cursor, the point
hot spot is used to discriminate between those targets. In a controlled experiment,
they showed that this enhanced area cursor performed identically to regular point
cursors when targets were close together, and outperformed point cursors when
targets were far apart thus reaffirming the results of Kabbash and Buxton (1995).

Given the demonstrated benefits of area cursors, it would be interesting to explore
further enhancements that would make them work in a facile manner in real
interfaces. For example, one could imagine an area cursor that morphs into a point

ARTICLE IN PRESS

Point cursor: Area cursor: 

Fig. 4. Point vs. area cursors. (left) Selection with a point cursor is achieved when centre of the cross-hair
is within the desired target. (middle) Selection with an area cursor is achieved when any part of the area
cursor intersects the desired target. (right) When the area cursor intersects multiple targets, the target
under the cross-hair is selected as in Worden et al. (1997).

R. Balakrishnan / Int. J. Human-Computer Studies 61 (2004) 857–874 865
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difficulty when selected by an area cursor. Zhai et al. (1994) also showed that 3D
volume cursors could improve performance when selecting objects in 3D space,
although their focus was on the effects of translucency in the cursor, rather than a
Fitts’ law analysis per se.

While the basic Fitts’ law analysis of Kabbash and Buxton is sound and indicates
that area cursors can be a promising way to improve pointing performance, Worden
et al. (1997) point to two significant problems with area cursors: large area cursors
can obscure underlying data, and it can be difficult if not impossible to use area
cursors to select one target from several targets closely grouped together. The first
problem is largely mitigated if the area cursors are rendered semi-transparent as in
Zhai et al. (1994). The second problem, however, requires more creative handling.
Worden et al. (1997) propose an enhanced area cursor that has two hot spots: the
area encompassed by the whole area cursor, and a second single point hot spot
within the area cursor. When targets are far apart, the cursor behaves like the default
area cursor. However, when more than one target is within the area cursor, the point
hot spot is used to discriminate between those targets. In a controlled experiment,
they showed that this enhanced area cursor performed identically to regular point
cursors when targets were close together, and outperformed point cursors when
targets were far apart thus reaffirming the results of Kabbash and Buxton (1995).

Given the demonstrated benefits of area cursors, it would be interesting to explore
further enhancements that would make them work in a facile manner in real
interfaces. For example, one could imagine an area cursor that morphs into a point
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Point cursor: Area cursor: 

Fig. 4. Point vs. area cursors. (left) Selection with a point cursor is achieved when centre of the cross-hair
is within the desired target. (middle) Selection with an area cursor is achieved when any part of the area
cursor intersects the desired target. (right) When the area cursor intersects multiple targets, the target
under the cross-hair is selected as in Worden et al. (1997).
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“Why do people miss the Trash icon so often? Perhaps it’s because we’re 
attending to the file we’re moving, rather than the location of the pointer”

Literature: Kabbash et al., “The Prince Technique: Fitts’ Law and Selection Using Area Cursor”. CHI’95
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Literature: Kabbash et al., “The Prince Technique: Fitts’ Law and Selection Using Area Cursor”. CHI’95
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4. Facilitating pointing by primarily increasing W

4.1. Area cursors

An interesting twist to the pointing facilitation problem is suggested by the work
of Kabbash and Buxton (1995) who investigated the use of area cursors that have an
active area or ‘‘hot spot’’ that is larger than the single pixel of standard cursors (Fig.
4). Kabbash and Buxton showed that selection using area cursors could be
accurately modelled using Fitts’ law, with W being the width of the cursor rather
than the width of the target (assuming that the target width is smaller than cursor
width). Thus, very small targets which would traditionally have a high index of
difficulty when selected by a point cursor would have a much lower index of
difficulty when selected by an area cursor. Zhai et al. (1994) also showed that 3D
volume cursors could improve performance when selecting objects in 3D space,
although their focus was on the effects of translucency in the cursor, rather than a
Fitts’ law analysis per se.

While the basic Fitts’ law analysis of Kabbash and Buxton is sound and indicates
that area cursors can be a promising way to improve pointing performance, Worden
et al. (1997) point to two significant problems with area cursors: large area cursors
can obscure underlying data, and it can be difficult if not impossible to use area
cursors to select one target from several targets closely grouped together. The first
problem is largely mitigated if the area cursors are rendered semi-transparent as in
Zhai et al. (1994). The second problem, however, requires more creative handling.
Worden et al. (1997) propose an enhanced area cursor that has two hot spots: the
area encompassed by the whole area cursor, and a second single point hot spot
within the area cursor. When targets are far apart, the cursor behaves like the default
area cursor. However, when more than one target is within the area cursor, the point
hot spot is used to discriminate between those targets. In a controlled experiment,
they showed that this enhanced area cursor performed identically to regular point
cursors when targets were close together, and outperformed point cursors when
targets were far apart thus reaffirming the results of Kabbash and Buxton (1995).

Given the demonstrated benefits of area cursors, it would be interesting to explore
further enhancements that would make them work in a facile manner in real
interfaces. For example, one could imagine an area cursor that morphs into a point

ARTICLE IN PRESS

Point cursor: Area cursor: 

Fig. 4. Point vs. area cursors. (left) Selection with a point cursor is achieved when centre of the cross-hair
is within the desired target. (middle) Selection with an area cursor is achieved when any part of the area
cursor intersects the desired target. (right) When the area cursor intersects multiple targets, the target
under the cross-hair is selected as in Worden et al. (1997).
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Literature: Kabbash et al., “The Prince Technique: Fitts’ Law and Selection Using Area Cursor”. CHI’95

Friday, February 14, 14

http://dl.acm.org/citation.cfm?id=1056159
http://dl.acm.org/citation.cfm?id=1056159


LMU München — Medieninformatik — Andreas Butz — !Mensch-Maschine-Interaktion II  — WS2013/14                                                    Slide

Desktop

context and 
task

challenges

input 
technologies

challenges in 
interaction 
design

 Pointing

output 
technologies

Semantic Pointing - ‘decreasing A’ 
AND ‘increasing W’
• dynamically vary the C-D gain, so called “mouse acceleration” 

techniques.
– if user moves device fast, intents to cover large distance.

• adjust C-D gain based on knowledge about the targets (sticky targets).
– idea: increase if cursor outside of targets, decrease when inside of 

target
• advantage:

– significantly decreases target acquisition time.
– in particular small targets and older people had more benefit with this 

technique.
• disadvantage:

– ‘getting’ stuck when crossing other targets.
– with small targets, movement to fast to trigger event for underlying 

widget.

15

Rosenbaum, 1991) that the standard deviation (S) of the endpoint of any movement
increases with the distance (D) covered by that movement, and decreases with its
duration (T):

S ¼ k
D

T

! "

;

where k is a constant. Thus, a movement with a long distance and short duration
could be executed, but would result in a high standard deviation and therefore a low
probability of actually hitting the target. Conversely, a series of long duration and
short distance movements could be executed, hitting the target with certainty, but the
total movement time would be extremely long. The solution, therefore, is to find the
optimal balance of D’s and T’s that minimizes the total movement time
(Rosenbaum, 1991). In essence, this means that most aimed movements consist of
an initial large and fast movement that gets the subject reasonably close to the target,
followed by one or more shorter, and slower, corrective movements that are under
closed-loop feedback control.

Based on this explanation, we can hypothesize that virtual enhancements for
improving pointing performance that attempt to decrease D should concentrate on
the initial large and fast movement phase that covers the bulk of the distance
towards the target. Conversely, techniques that attempt to decrease W would likely
be able to reap almost all their benefit if they focused on the final corrective
movement phase, since although W may play a part in the planning and execution of
the initial large and fast movement, its effect is most apparent when the user is
homing in on the target under closed-loop feedback control.

In Fitts’ original work and the initial follow-up experiments in the motor control
literature, there was typically a one-to-one correspondence between the human’s
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Fig. 1. Possible sequence(s) of submovements toward a target as described by the optimized initial impulse
model (Meyer et al., 1988). (a) Is the case where a single movement reaches the target. (b) and (c) are the
more likely cases where the initial movement under or over shoots the target, requiring subsequent
corrective movements.

R. Balakrishnan / Int. J. Human-Computer Studies 61 (2004) 857–874860

Literature: Worden et al., “Making computers easier for older adults to use: 
area cursors and sticky icons”. CHI’97
Keyson et al. “Dynamic cursor gain and tactual feedback in the capture of 
cursor movements.”
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Semantic pointing resolves such conflicts by allowing two
sizes to be set independently: the size in visual space, con-
strained by the information to be displayed, and the size in
motor space, constrained by the importance of the object for
manipulation. These sizes are manipulated through a new
attribute, semantic importance (si), which amounts to the
scale of motor-space size relative to visual-space size. When
0 < si < 1, the object is smaller in motor space than it ap-
pears in visual space, which is appropriate for objects whose
manipulation is disabled, unlikely or dangerous; when si> 1,
the object is bigger in motor-space than in visual space, mak-
ing it easier to manipulate; si = 1 corresponds to traditional
GUIs.

Traditional GUI Widgets Redesign
In order to redesign traditional GUI widgets such as scroll-
bars, menus and buttons, we considered two aspects:

• How much information does it provide to the user?
• How important is it for the manipulation?
We show that semantic pointing can either reduce the screen
footprint of widgets without affecting the interaction, or fa-
cilitate the interaction without affecting the screen layout.

Scroll-bars
The information provided by a traditional scroll-bar is rather
poor: it specifies a position in the document and sometimes
the proportion of the document that is currently displayed
in the view. A typical scroll-bar uses a 15 pixel wide strip
along the whole window (Figure 12a). However the same
information can be conveyed by a much thinner strip, e.g.
3 pixel (Figure 12b). To make it possible for the user to
manipulate the thumb and the arrow buttons, these are given
a semantic importance of 5 so as to be as big in motor space
as they were in the original design (Figure 12c5).

(a)

(b)

(c)

Figure 12: Scroll-bar redesign
(a) original version. (b) new version: visual space

(what it looks like) and (c) motor space
(what it feels like when interacting with it).

Menus
The main real-estate constraint for menus is that labels must
be readable, so the visual size of menu items cannot be re-
duced significantly (Figure 13a). However, the importance
of menu items with respect to manipulation is variable. Dis-
abled items and separators cannot be selected, so they can
be given a small semantic importance, reducing the distance
in motor space from the top of the menu to the items below
them (Figure 13b).
5The motor space distortion caused by semantic pointing is not ac-
curately representable in euclidian geometry. Thus the representa-
tions in motor space cannot be exact and are given for illustration
purposes.

Undo ^Z
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^XCut
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^VPaste

(a) (b)
Figure 13: Menu redesign

(a) unchanged visual version (b) motor space version

Buttons & Hyperlinks
As for menu items, the buttons and messages of a dialog box
must be readable (Figure 14a). However, for the manipula-
tion, only the buttons are relevant, so the rest of the box can
be shrunken. Furthermore, the importance of the various but-
tons need not be equal. The default button, assumed to be the
most likely choice, can be given a higher importance. More
generally, the importance can be proportional to the proba-
bility of being selected (Figure 14b). ‘Dangerous’ buttons
can also be given a smaller importance to make them harder
to select.

Don't Save Save

Alert Dialog

There are unsaved changes

What would you like to do?

Cancel

Don't Save
Save

Alert Dialog

There are unsaved changes

What would you like to do?

Cancel
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Figure 14: Button redesign
(a) unchanged visual version (b) motor space version

Similarly, the visual layout of rich documents such as web
pages is often designed with aesthetics and visual communi-
cation in mind. But as far as interaction with such hyperdoc-
uments is concerned, only the hyperlinks matter. Therefore,
magnifying the hyperlinks in motor space should help users
acquire them and improve navigation.

Semantic Importance as a Dynamic Degree of Interest
So far we have mostly considered semantic importance as a
static attribute of interface objects. An exception is menu
items, the importance of which vary according to their state:
a disabled item has a low importance, which becomes high
when the item is enabled. The same applies to disabled but-
tons in a dialog box. Another example where semantic im-
portance can reflect the state of an object is the application
icons in current desktops. When an application requires user
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generally, the importance can be proportional to the proba-
bility of being selected (Figure 14b). ‘Dangerous’ buttons
can also be given a smaller importance to make them harder
to select.

Don't Save Save

Alert Dialog

There are unsaved changes

What would you like to do?

Cancel

Don't Save
Save

Alert Dialog

There are unsaved changes

What would you like to do?

Cancel

(a)

(b)

Figure 14: Button redesign
(a) unchanged visual version (b) motor space version

Similarly, the visual layout of rich documents such as web
pages is often designed with aesthetics and visual communi-
cation in mind. But as far as interaction with such hyperdoc-
uments is concerned, only the hyperlinks matter. Therefore,
magnifying the hyperlinks in motor space should help users
acquire them and improve navigation.

Semantic Importance as a Dynamic Degree of Interest
So far we have mostly considered semantic importance as a
static attribute of interface objects. An exception is menu
items, the importance of which vary according to their state:
a disabled item has a low importance, which becomes high
when the item is enabled. The same applies to disabled but-
tons in a dialog box. Another example where semantic im-
portance can reflect the state of an object is the application
icons in current desktops. When an application requires user
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Pointing Techniques
• drag-and-pop

– temporarily bring items to cursor

• object pointing
– skip empty space between targets

• area cursor
– pointing hot spot is larger than a pixel

• semantic pointing
– dynamically vary C-D-gain

17
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visual and motor spaces in that physical targets were selected by direct indi-
cation using the human hand. Pointing in the virtual realm of computers, however,
typically involve an intermediary device (e.g. mouse, joystick, touchpad)
that converts human motor actions into movements of a virtual cursor. There
are thus three major factors that come into play and can affect performance
(Graham and MacKenzie, 1996) in virtual pointing: motor or control space, visual
or display space, and the control–display (C–D) transfer function that links the two
spaces. Changes in D and/or W could occur in either the motor or visual spaces, or
both. In the rest of this paper, we use the terms D and W to denote distance and
width in both spaces, Dv, Wv and Dm, Wm to denote distance and width in the visual
(v) and motor (m) spaces, respectively, when a distinction between the two is
necessary.

3. Facilitating pointing by primarily reducing D

3.1. Designing widgets that minimize D

A somewhat trivial optimization is to simply move the targets close to the cursor
where feasible. One instantiation of this idea are the contextual linear pop-up menus
seen in many applications where the menus items are displayed right by the cursor
when the menu is activated. Whereas the linear layout of these menus put some items
further away from the cursor than others, pie-menus (Callahan et al., 1988)
additionally improve the situation by arranging all items in a circle around the cursor
thus making all items equidistant with a very small and constant D (Fig. 2).
Although pop-up linear and pie menus are demonstrably effective (Callahan et al.,
1988), they are only one of the many types of targets that are typically selectable in
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Fig. 2. Linear vs. pie menus. Distance of menu items from red starting point varies in linear menus (left),
but is constant in pie menus (right).
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width in both spaces, Dv, Wv and Dm, Wm to denote distance and width in the visual
(v) and motor (m) spaces, respectively, when a distinction between the two is
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where feasible. One instantiation of this idea are the contextual linear pop-up menus
seen in many applications where the menus items are displayed right by the cursor
when the menu is activated. Whereas the linear layout of these menus put some items
further away from the cursor than others, pie-menus (Callahan et al., 1988)
additionally improve the situation by arranging all items in a circle around the cursor
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http://dl.acm.org/citation.cfm?id=1056159
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Pie Menus
• invokes a circular menu with a click. cursor is 

centered in small inactive region in the menu 
center. Move cursor to item and select it.
– advantage: 

• placement in opposite directions for complementary 
items.

• spatially oriented items can be put in their appropriate 
directions.

• taking advantage of muscle memory
– disadvantage:

• requires more screen real estate than linear menus.
• limited to 8 items

• Implemented in Sun Microsystem’s NeWS 
window system and MIT’s X windows windows 
management system.

19

Literature: Don Hopkins. “Pies:Implementation, Evaluation and Application of Circular Menus, Tech. Report, University of Maryland.”
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Don Hopkins’ Pie Menu examples

20

http://www.donhopkins.com/drupal/node/94

Literature: Don Hopkins. “Pies:Implementation, Evaluation and Application of Circular Menus.”, , Tech. Report, University of Maryland
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Marking Menus

21

http://www.youtube.com/watch?v=dtH9GdFSQaw
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Marking Menus
• combination of pop-up radial menus and 

gesture recognition
• advantages:

– scale independent of movements
– less visually taxing

• disadvantage:
– limited number of items (8 - 12 items)

• interesting concept: design transition from 
novice to expert mode.

22
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Marking Menu Variations
• compound-stroke menu (hierarchical MM)

– spatial composition of marks.
– gesture performed continuously without releasing the 

mouse button.
– problem: requires large physical input space, limited 

depth even for experts

• multi-stroke menu
– temporal composition of marks
– each elementary stroke completed with mouse release
– problem: delay needed to determine if stroke belongs 

to previous sequence or starts new one.

23

Literature: 
•Kurtenbach et al. “The limits of expert performance using hierarchical marking 
menus.” CHI’93
•Zhao et al. “Simple vs. compound mark hierarchical marking menus.” UIST’04
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http://www.youtube.com/watch?v=XtdOQWiVLXM
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Marking Menu Variations
• zone and polygon menu

– consider relative position and orientation of elementary 
strokes relative to origin the first mouse click.
• position within a zone
• position on a polygon

– extending the breadth to 32/16 items

25

Literature: 
Zhao et al. “Zone and polygon menus: using relative position to increase the breadth 
of multi-stroke marking menus.” CHI’06
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Menu techniques
• Pie Menus

– ID equal for all items

• Marking Menus
– limitations: max 12 items (acceptable error rate)

• Hierarchical marking menus: “zigzag” marks
– limited to breadth-8, depth of 2 levels

• Multi-Stroke marking menus
– temporal composition instead of spatial composition

• Zone and Polygon MM
– relative position + angle

26
Friday, February 14, 14
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take-away message
• Models 

– inspire a whole set of novel techniques
– opens a new perspective 

• e.g. the separation of motor vs. display space
– apply knowledge to all other pointing devices similar 

to a mouse or understand the difference to other 
input devices to spark new techniques to enhance 
input.

27
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• physical/tangible output
• display techniques

– cathode ray tube
– liquid crystal display
– OLED (keyboard labels?)

29
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1st generation of physical output
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http://www.hp9825.com/assets/images/HP_9871A_Impact_Printer02.jpg

http://www.build-your-own-computer.net/image-files/computer-output-device-printer-01.jpg
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Why do you print on paper?
• Method: semi-structured interviews

– batch printing
– repetitive printouts
– short life-cycle printouts

• Findings:
– deciding on what to read
– comparing data
– annotating and finding errors (proof reading)
– security 
– remember to act (have to read it)
– re-finding documents

• Method: logging study + critical incident 
questionnaire (5 weeks, 9 participants)
– 44% future annotation, 7% reading, 12% comparison, 6% sort, 

5% preview, access 1%, 25% to go somewhere else.

31

Literature: 
Wagner and Mackay “Exploring Sustainable Design with Reusable Paper” CHI’10
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Paper Augmented Digital Documents
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3 

building. It is unclear if such a system can be built in the 
near future, but its functionality can be provided through 
PADDs. We will come back to this point in the discussion 
section. 

PAPER AUGMENTED DIGITAL DOCUMENTS 
PADDs are primarily digital documents: they are stored in 
a digital format, are edited using computers, and are easy to 
duplicate, transmit, or archive. They can also be printed on 
paper when the affordances of paper are needed for any 
particular task. The different steps in the manipulation of a 
PADD are shown on Figure 2: PADDs are created as 
digital documents such as office documents or a CAD 
drawing. Then, when a paper copy is needed, the document 
is printed on special paper providing an absolute addressing 
system. During printing, the system records which page of 
the document is printed on which sheet of paper, as well as 
a digital snapshot of the document to be used later when 
marks will be merged back. The document can now be used 
as a normal printout, and is easy to navigate, and mark with 
a digital pen. When users wish to transfer their markings 
back to the digital version of the PADD, they simply 
synchronize their pen with a computer. Using information 
recorded at printing time, the system retrieves the digital 
document and has it process the markings. At this point, a 
new cycle could begin: the new documents with the 
processed marks can be edited, distributed or archived as 
necessary. 

PADD Infrastructure 
The PADD infrastructure consists of the four components 
shown in Figure 2: a documents database, which records 

the correspondence between digital and physical pages; a 
printer, which provides printout augmented with a pattern 
for pen tracking; a digital pen; and a stroke collector which 
collects strokes from pens, recovers the digital version of 
the document on which they were drawn, and has it process 
the marks. 

Document database 
The role of the document database is to establish and record 
the correspondence between the digital pages of a PADD 
and the sheet ID on which they are printed. At printing 
time, the system first safeguard the original copy of the 
printed document, (not the page description language used 
to print the document), so that the stroke collectors can 
retrieve a fully functional PADD. Then, for each page in 
the document, the system assigns a sheet ID, computes the 
transformation matrix between document space and paper 
space (for example, to take into account possible scaling or 
rotation), and records these pieces of information. It is 
important to save the transformation matrix on a per 
document page basis since several document pages can be 
printed on the same paper page. These pieces of 
information are saved on a per printout basis, so that the 
system can handle the common case in which the same 
document has been printed several times. 
The database also provides access control services to 
manage who can update a PADD and to whom it may be 
sent upon synchronization. Depending on the application at 
hand, access control can be set on a document basis, a page 
per page basis or – since each pen has a unique address – 
who performed the marks.  

 
Figure 2: The PADD infrastructure. When paper affordances are needed, a snapshot of the PADD is stored in the 
database and the PADD is printed. The printer acts like a normal printer but adds a pen-readable pattern to each 
document. Using a digital pen, the document can now be marked like a normal paper document. The strokes collected 
by the pen are sent back to the stroke collector which will retrieve the target PADD from the database, and have it 
process the pen input. The resulting PADD can now be edited, shared, or archived. 

Literature: 
François Guimbretière “Paper Augmented Digital Documents.” CHI’03
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ABSTRACT 
Paper Augmented Digital Documents (PADDs) are digital 
documents that can be manipulated either on a computer 
screen or on paper. PADDs, and the infrastructure 
supporting them, can be seen as a bridge between the 
digital and the paper worlds. As digital documents, PADDs 
are easy to edit, distribute and archive; as paper documents, 
PADDs are easy to navigate, annotate and well accepted in 
social settings. The chimeric nature of PADDs make them 
well suited for many tasks such as proofreading, editing, 
and annotation of large format document like blueprints. 
We are presenting an architecture which supports the 
seamless manipulation of PADDs using today’s 
technologies and reports on the lessons we learned while 
implementing the first PADD system.  
Keywords: Paper Augmented Digital Document, PADD, 
Anoto, Paper based user interface, Digital pen. 

INTRODUCTION 
For several decades, experts have predicted that the advent 
of more powerful and compact computers will result in the 
creation of paperless offices. Yet, as pointed out by Sellen 
et al. in “The Myth of the Paperless Office” [28], the 
consumption of paper is on the rise, and with few 
exceptions, office work still relies heavily on paper. Sellen 
et al. provided a careful analysis of the reason of this state 
of affairs, pointing out the wide gap between paper 
affordances, such as ease of navigation and annotation, 
high information density display, and digital document 
affordances, such as ease of distribution, archival and 
search. 
Many systems have been proposed as solutions to narrow 
this gap. Some, such as the DigitalDesk [30], and Ariel 
[18], proposed bringing digital resources to paper. Others, 
such as Xax [13], Intelligent Paper [7], Audio Notebook 

[29] and Anoto [4], used paper as an input medium. Others 
still, such as the Freestyle system [15] or XLibris [27], 
explored how paper affordances could be provided on 
tablet computers, such as the recent Tablet PC.  
The work presented in this paper explores a fourth track, 
which has been given little attention in the past: 
cohabitation. In this approach, the digital world and the 
paper world are treated on an equal footage: paper and 
computers are simply two different ways to interact with 
Paper Augmented Digital Documents (PADDs) during their 
life cycle (Figure 1). While in the digital realm, PADDs 
offer all the digital affordances, but require the use of a 
computer to access them. While in the paper realm, PADDs 
can only record marks performed on them using a digital 
pen, but they offer all the affordances of paper because they 
do not require the use of a nearby computer. At any time, 
the input gathered on paper can be merged with the original 
document to be processed as a new editing cycle starts.  
We believe that the cohabitation paradigm supported by 
PADDs will prove very powerful since its basic cycle 
reflects the transient role of paper in the few successful 

Figure 1: Life cycle of a Paper Augmented Digital 
Document. PADDs are digital documents, which can 
be manipulated either in the digital world or in the 
paper world. They provide affordances of both 
digital-based and paper-based documents. 
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3D printing trends
• reduced costs: currently $1,500.00
• increased speed: currently too slow
• increased possible complexity of objects
• How could such a cycle of physical print-outs 

look like in the future? 
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INTRODUCTION 
For several decades, experts have predicted that the advent 
of more powerful and compact computers will result in the 
creation of paperless offices. Yet, as pointed out by Sellen 
et al. in “The Myth of the Paperless Office” [28], the 
consumption of paper is on the rise, and with few 
exceptions, office work still relies heavily on paper. Sellen 
et al. provided a careful analysis of the reason of this state 
of affairs, pointing out the wide gap between paper 
affordances, such as ease of navigation and annotation, 
high information density display, and digital document 
affordances, such as ease of distribution, archival and 
search. 
Many systems have been proposed as solutions to narrow 
this gap. Some, such as the DigitalDesk [30], and Ariel 
[18], proposed bringing digital resources to paper. Others, 
such as Xax [13], Intelligent Paper [7], Audio Notebook 

[29] and Anoto [4], used paper as an input medium. Others 
still, such as the Freestyle system [15] or XLibris [27], 
explored how paper affordances could be provided on 
tablet computers, such as the recent Tablet PC.  
The work presented in this paper explores a fourth track, 
which has been given little attention in the past: 
cohabitation. In this approach, the digital world and the 
paper world are treated on an equal footage: paper and 
computers are simply two different ways to interact with 
Paper Augmented Digital Documents (PADDs) during their 
life cycle (Figure 1). While in the digital realm, PADDs 
offer all the digital affordances, but require the use of a 
computer to access them. While in the paper realm, PADDs 
can only record marks performed on them using a digital 
pen, but they offer all the affordances of paper because they 
do not require the use of a nearby computer. At any time, 
the input gathered on paper can be merged with the original 
document to be processed as a new editing cycle starts.  
We believe that the cohabitation paradigm supported by 
PADDs will prove very powerful since its basic cycle 
reflects the transient role of paper in the few successful 

Figure 1: Life cycle of a Paper Augmented Digital 
Document. PADDs are digital documents, which can 
be manipulated either in the digital world or in the 
paper world. They provide affordances of both 
digital-based and paper-based documents. 
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Let’s watch a clip
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http://future.arte.tv/de/thema/3D-Druck
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Visions using 3D printing
• personalized food production
• print object at home, precise
• different materials

– wood, sand, metal
– intelligent materials, living cell

• what’s your vision?

35
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Cathode Ray Tube
• applied: old TVs and Monitors
• elements: electron gun, deflection system, 

fluorescent screen
• idea:
• ‘+’: wide viewing angle, great range of colors, 

lower manufacturing costs
• ‘-’: heavy, power consuming

36

http://www.dlt.ncssm.edu/tiger/diagrams/structure/CRT-Plates640.gif
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TFT-LCD

• applied: flat screens, TV
• elements: backlight, diffusion system, shutter 

system
– liquid crystals and thin-film transistors

• idea: control the molecular structure to control 
the passing through light.

• ‘+’: no phosphor, no “image burn-in”, wide 
range of screen sizes (than CRT and plasma)

• ‘-’: limited viewing angle, improved image 
quality from original LCD to TFT due to active-
matrix addressing.

37

http://bucarotechelp.com/computers/anatomy/images/subpixel.png
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Curved Displays
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Curve: Revisiting the Digital Desk

Raphael Wimmer, Fabian Hennecke, Florian Schulz†,
Sebastian Boring, Andreas Butz, Heinrich Hußmann

University of Munich
Amalienstr. 17, 80333 Munich, Germany

firstname.lastname@ifi.lmu.de, †schulzf@cip.ifi.lmu.de

ABSTRACT
Current desktop workspace environments consist of a verti-
cal area (e.g., a screen with a virtual desktop) and a horizon-
tal area (e.g., the physical desk). Daily working activities
benefit from different intrinsic properties of both of these ar-
eas. However, both areas are distinct from each other, mak-
ing data exchange between them cumbersome. Therefore,
we present Curve, a novel interactive desktop environment,
which combines advantages of vertical and horizontal work-
ing areas using a continous curved connection. This connec-
tion offers new ways of direct multi-touch interaction and
new ways of information visualization. We describe our ba-
sic design, the ergonomic adaptions we made, and discuss
technical challenges we met and expect to meet while build-
ing and configuring the system.

ACM Classification Keywords
H.5.2 Information Interfaces and Presentation:
User Interfaces - Input Devices and Strategies

General Terms
Design, Human Factors

Author Keywords
curve, digital desks, direct-touch, ergonomics, interactive
surfaces, workplace, tabletop interfaces

INTRODUCTION
In 1991, Pierre Wellner presented the DigitalDesk, a digi-
tally augmented office desk [30]. The DigitalDesk can track
a user’s hands and paper documents using an overhead cam-
era. A ceiling-mounted projector displays a digital desktop
onto the physical desktop. Wellner’s work coined the con-
cept of digital desks that would support office workers in
their daily routines.

Given that a significant part of everyday office work hap-
pens at a desk and involves a computer, integrating the com-
puter desktop into the physical desktop seems like an idea

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
NordiCHI 2010, October 1620, 2010, Reykjavik, Iceland.
Copyright 2010 ACM ISBN: 978-1-60558-934-3...$5.00.

Figure 1. Curve is a digital desk concept that blends a horizontal and
a vertical interactive surface. Its design takes into account existing er-
gonomics research and own experimental findings.

worth further investigation. Regular office applications such
as word processors or spreadsheets are currently the most
important tools within professional computer use. Thus, im-
proving computer workplaces can have a significant impact
on a very large number of users. To our knowledge, little
research has happened on the use of digital desks for office
tasks.
With interactive surfaces becoming more and more ubiqui-
tous, we propose revisiting the idea of the digital desk. Cur-
rent office workplaces are hybrid environments, combining
a physical desktop with a paper-based workflow and a vir-
tual desktop within the computer screen. The horizontal
desktop is suited for placing, sorting or annotating docu-
ments. The vertical computer screen is suited for reading
text, viewing digital media, and editing text using a key-
board. Even acknowledging that there might never be a ’pa-
perless office’, the gap between physical and digital docu-
ments is wider than it needs to be. Our Curve concept (Fig-
ure 1) removes the gap between the physical desktop and
the computer screen by blending both into one large interac-
tive surface. The contributions we describe in the following
are a review of ergonomic requirements for digital desks, a
set of design guidelines, a detailed concept for digital desks
that takes these guidelines into account, and findings from a
study determining important parameters of this concept.
As this paper focuses on design and construction of digital
desks, we will only briefly discuss interaction techniques for
such systems in the final section.
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ABSTRACT 
Advances in sensing technology are currently bringing 
touch input to non-planar surfaces, ranging from spherical 
touch screens to prototypes the size and shape of a ping-
pong ball. To help interface designers create usable 
interfaces on such devices, we determine how touch 
surface curvature affects targeting. We present a user study 
in which participants acquired targets on surfaces of 
different curvature and at locations of different slope. We 
find that surface convexity increases pointing accuracy, 
and in particular reduces the offset between the input point 
perceived by users and the input point sensed by the 
device. Concave surfaces, in contrast, are subject to larger 
error offsets. This is likely caused by how concave surfaces 
hug the user’s finger, thus resulting in a larger contact area. 
The effect of slope on targeting, in contrast, is unexpected 
at first sight. Some targets located downhill from the user’s 
perspective are subject to error offsets in the opposite 
direction from all others. This appears to be caused by 
participants acquiring these targets using a different finger 
posture that lets them monitor the position of their fingers 
more effectively. 
ACM Classification: H5.2 [Information interfaces and 
presentation]: User Interfaces: Input Devices and Strate-
gies, Interaction Styles. 
Keywords: touch, non-planar, targeting, curved, flexible, 
pointing, shape of device, industrial design, form factor. Blutwurst 

General terms: Human factors. 

INTRODUCTION 
Recent advances in sensor technology have allowed touch-
enabling non-planar surfaces. Examples include capacitive 
sensors in Rekimoto’s Smart Skin [17] and in Apple’s 
Magic Mouse, resistive sensors in the UnMousePad [18], 
and FTIR-based sensing in Mouse 2.0 [24]. We also have 
started to see non-planar touch screens, such as Sphere [3]. 
For large touch surfaces, such as Sphere, surface curvature 
is comparably small. The smaller the device, however, the 
stronger the average curvature becomes, as illustrated by 
Figure 2. The surface of the DI-based Mouse 2.0 corres-
ponds to a Ø15cm sphere and by sensing touch through an 
optical fiber bundle, FlyEye [29] manages to touch-enable 
a Ø 4cm ping-pong ball. As sensing technology continues 

to evolve, it seems plausible that even smaller devices, 
such as watches or even electronic jewelry, might become 
touch sensitive in the near future, resulting in touch surfac-
es of extreme curvature. 
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Figure 1: Summary of findings: (a) Surface convexity increas-
es pointing accuracy and (b) concave surfaces are subject to 

larger error offsets. This is likely caused by how concave sur-
faces hug the user’s finger thus resulting in a larger contact 
area. (c) When acquiring targets on a downhill slope partici-
pants employ a hooked finger gesture, which helps them tar-
get more effectively. (d) The FTIR–based prototype we used 

in our studies. 

As researchers and engineers create these future touch de-
vices, the question arises of how to design usable interfaces 
for them. Unfortunately, there is no empirical data about 
the human factors of touch on curved surfaces yet. 
On flat surfaces, touch is comparably well understood. In 
particular, there is a series of studies investigating the fac-
tors responsible for the inaccuracy of touch, including the 
fat finger problem [26] and the (generalized) perceived 
input point model [26, 13]. While this paper is only a first 
step, our ultimate goal is to create similar metric for the 
usability of object surfaces of arbitrary shape and curva-
ture. Such a metric would allow industrial designers to as-
sess the usability of devices, similar to how the measure-
ment of wind resistance has brought rigor to the design of 
the shape of cars. 
Touch on arbitrary shapes is of very high dimensionality, 
because device, hands, and the way they can make contact 
are all of very high degree of freedom. As a first step, we 
select a tractable, self-contained subset of variables, name-
ly, single touch on spherical shapes, as these already fit 
existing devices. 
We present a user study in which participants acquired 
targets on surfaces of different curvature and at locations of 
different slope. We report how surface curvature affects 
pointing accuracy (preview in Figure 1). We provide min-
imum button sizes to help interface designers find the best 
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OLED - organic light-emitting diode
• applied: PDAs, photo-camera, phones
• elements: two electrodes (one of them 

transparent), layer of OLED-material
• idea:
• ‘+’: thin construction allows fabrication of 

flexible displays on e.g. plastic foil, no 
backlight, higher contrast ratio

• ‘-’: not all colors shine with same efficiency, 
on-going research on optimum OLED-
materials

39
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ABSTRACT 
In this paper, we present PaperWindows, a prototype 
windowing environment that simulates the use of digital 
paper displays. By projecting windows on physical paper, 
PaperWindows allows the capturing of physical affordances 
of paper in a digital world. The system uses paper as an 
input device by tracking its motion and shape with a Vicon 
Motion Capturing System. We discuss the design of a 
number of interaction techniques for manipulating 
information on paper displays.  

ACM Classification Keywords 
H.5.2 [Information interfaces and presentation]: User 
Interfaces.  

Keywords 
Digital Paper Interfaces, Flexible Displays, Ubiquitous 
Computing.  

INTRODUCTION 
In recent years, considerable progress has been made 
towards the development of thin and flexible displays. A 
range of flexible electronic devices, including full color, 
high-resolution flexible OLED displays with a thickness of 
.2 mm have recently been introduced to the market [13]. 
The goal of such efforts is to develop displays that resemble 
the superior handling, contrast and flexibility of real paper. 
Bendable interfaces such as ShapeTape [1] and Gummi [17] 
already demonstrate the value of incorporating the physical 
shape of objects as computer input. Although wireless full 
color paper displays are not yet available, prototype paper 
displays exist that demonstrate their future potential. In this 
paper, we present PaperWindows, a prototype windowing 
environment and set of interaction techniques that allows us 
to examine how we might bridge the divide between the 
digital and physical world of computing via paper 
interfaces.  

 

 
Figure 1. A rubbing gesture transfers a window to 

augmented paper. 

 
The advantages of paper over the windowed display units 
used in standard desktop computing are manifold [18]. For 
example, documents presented on paper can be moved in 
and out of work contexts with much greater ease than with 
current displays. Unlike GUI windows, paper can be folded, 
rotated and stacked along many degrees of freedom [6]. It 
can be annotated, navigated and shared using extremely 
simple gestural interaction techniques. In this way, paper 
allows for greater flexibility in the way information is 
represented and stored, with a richer set of input techniques 
than currently possible with desktop displays. By contrast, 
digital systems support properties unavailable in physical 
paper, such as easy distribution, archiving, querying and 
updating of documents. By merging the digital world of 
computing with the physical world of paper displays we 
hope to improve the richness and value of both 
technologies.  
 
PaperWindows is an environment that allows us to simulate 
the use of digital paper. By projecting windows on physical 
paper, PaperWindows allows us to digitally utilize the 
physical shape of paper. By sensing the user’s interactions 
with real paper using computer vision, PaperWindows 
allows the use of paper as an input device.  In 
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Paper Interfaces 
A number of prototypes have been developed over the years 
that aim to simulate certain aspects of the use of paper in a 
digital environment. 

Augmented Paper Interfaces 
In DigitalDesk [22], a physical desk is augmented with 
electronic input and display. A computer controlled camera 
and projector are positioned above the desk.  Image 
processing is used to determine which page a user is 
pointing at.  Object character recognition transfers content 
between real paper and electronic documents projected on 
the desk. Wellner demonstrates the use of his system with a 
calculator that blurs the boundaries between the digital and 
physical world by taking a printed number and transferring 
it into an electronic calculator.  

Interactive Paper [10] provides a framework for three 
prototypes. Ariel [10] merges the use of engineering 
drawings with electronic information by projecting digital 
drawings on real paper laid out on a planar surface.  In 
Video Mosaic [10], a paper storyboard is used to edit video 
segments. Users annotate and organize video clips by 
spreading augmented paper over a large tabletop.  
Caméléon [10] simulates the use of paper flight strips by air 
traffic controllers, merging them with the digital world.  
Users interact with a tablet and touch sensitive screen to 
annotate and obtain data from the flight strips. 

Paper Augmented Digital Documents [3] are digital 
documents that are modified on a computer screen or on 
paper.  Digital copies of a document are maintained in a 
central database and if needed, printed to paper using IR 
transparent ink.  This is used to track annotations to 
documents using a special pen.  

Insight Lab [8] is an immersive environment that 
seamlessly supports collaboration and creation of design 
requirement documents. Paper documents and whiteboards 
allow group members to sketch, annotate, and share work. 
The system uses bar code scanners to maintain the link 
between paper, whiteboard printouts, and digital 
information.   

Due to space limitations we limit our review: other systems 
exist that link the digital and physical world through paper. 
Examples include Freestyle [9], Designers’ Outpost [7], 
Collaborage [11], and Xax [5]. One feature common to 
prior work in this area is the restriction of the use of 
physical paper to a flat surface. In PaperWindows, we use 
as many of the three dimensional affordances of physical 
paper as possible.  

Electronic Books 
XLibris [16] uses a tablet display and paper-like interface to 
include the affordances of paper while reading. Users can 
read a scanned image of a page and annotate it with digital 
ink. Annotations are captured and used to organize 
information. Scrolling has been removed from the system:  

 
Figure 2. PaperWindows prototype with three pages. 

pages are turned using a pressure sensor on the tablet. Users 
can also examine a thumbnail overview to select pages. 
Pages can be navigated by locating similar annotations 
across multiple documents. Fishkin et al. [2] describe 
embodied user interfaces that allow users to use physical 
gestures like page turning, card flipping, and pen annotation 
for interacting with documents. The system uses physical 
sensors to recognize these gestures. In PaperWindows, we 
draw on these design concepts to establish paper-based 
interactions modeled on the user’s physical gestures.   

THE PAPERWINDOWS CONCEPT 
Ideally, PaperWindows consists of a number of paper-size 
flexible displays that interface to a computer system. These 
flexible displays would offer a high-resolution view of 
digital documents through a wireless connection, with 
flexibility similar to that of paper.  

Position and shape of these displays could be adjusted for 
various tasks: paper displays can be spread about the desk, 
organized in stacks, or held close for a detailed view. Direct 
manipulation takes place with the paper display itself: by 
selecting and pointing using the fingers, or with a digital 
pen. Paper displays could also be used globally within the 
context of a work environment. For example, users can 
share content by copying a page and physically handing it 
to another user.  

To test the utility of a set of interaction techniques for 
digital paper, we have developed a prototype that simulates 
paper displays.  This is achieved by augmenting real paper 
with Infra Red (IR) reflective markers that are tracked using 
a Vicon Motion Capturing System [20]. An overhead 
projector is used to display computer windows on the paper 
document.  Since the Vicon senses the paper’s shape, 
window projection on the paper is automatically corrected 
for any skew. The PaperWindows prototype is shown in 
Figure 2, with three documents. It presents a scenario where 
two paper windows are spread over a desk in the periphery 
of vision, while the user is holding the active document.  
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INTERACTION STYLES 
Our PaperWindows interaction grammar was motivated by 
the natural manipulation of paper. Figure 3 shows the set of 
gestures used, which include hold, collocate, collate, flip, 
rub, staple, point and two-handed pointing. These following 
gestures provide the basic units of interaction with the 
system: 
 
1. Hold. Users can hold a paper window with one or two 

hands during use. The currently held paper window is 
the active document.    

2. Collocate. This gesture reflects the use of spatial 
arrangement of paper in the user’s workspace. Users can 
spread paper windows around throughout the tracked 
environment, and can use this to move less important 
documents to the periphery of their attention [12].  

3. Collate. This gesture is used to stack documents, for 
example, to organize them in piles on a desk. This 
reduces clutter in the workspace.  

4. Flip. In single page documents, users can flip a paper 
window in order to scroll through its pages. In multi-
page documents, flipping is used to navigate to the next 
page of the document.  

5. Rub. The rubbing gesture allows users to transfer 
content between paper windows, and between a paper 
window and a computing peripheral. Like the rubbing 
gesture in Sun’s Starfire video [19], it blends copying 
and pasting of content into one action.  

6. Staple. Like a physical staple linking a set of pages, the 
staple gesture in PaperWindows is used to link two 
different viewports into the same document. To perform 
the gesture, users impact a source paper window with a 

blank paper window held by the other hand. This clones 
the source document.  

7. Point. Users can point at the content of a paper window 
using their fingers or a digital pen. Fingers and pens are 
tracked by augmenting them with a minimum of 3 IR 
reflective markers. By tracking the position of the finger 
in three-space, the PaperWindows system can identify 
not only what item the user points at, but also when to 
issue a click. A single click is performed by tapping the 
paper window once. A double click is issued by tapping 
the paper window twice in succession.  

8. Two-handed Pointing: Two-handed pointing allows 
users to select disjoint items on a single paper window, 
or across multiple paper windows.  

Interaction Techniques  
Our set of interaction techniques for paper windows was 
based on those commonly found in GUIs. We designed 10 
techniques for accomplishing basic tasks using our gesture 
set:  

1) Activate 
In GUIs, the active document is selected for editing by 
clicking on its corresponding window.  In PaperWindows, 
the hold gesture is used for this purpose. The currently 
active paper window remains selected until another paper 
window is picked up by the user. Although this technique 
seems quite natural, it may be problematic when using an 
input device such as the keyboard. For example, a user may 
be reading from one paper window while typing in another 
paper window. To address this concern, users can bind their 
keyboard to the active window using a function key. This is 
indicated on the paper window through a keyboard icon 
placed on the top of the page.  

Figure 3. The basic gesture set of PaperWindows. 

   1. Hold                                      2. Collocate                                3. Collate                                  4. Flip

     5. Rub                                       6. Staple                                     7. Point                     8. Two-handed Pointing
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Figure 4. An image is opened by tapping on it.  

2) Select 
Items on a paper window can be selected through a one-
handed or two-handed pointing gesture. Figure 4 shows 
how the user opens an item on a page for detailed 
inspection by pointing at it, and tapping it twice. Two-
handed pointing allows parallel use of the hands to select 
disjoint items on a page. For example, sets of icons can be 
grouped quickly by placing one finger on the first icon in 
the set and then tapping one or more icons with the index 
finger of the other hand. Typically, paper windows are 
placed on a flat surface when performing this gesture. Two-
handed pointing can also be used to select items using 
rubber banding. With this technique, any items within the 
rubber band, bounded by the location of the two finger tips, 
are selected upon release. 

3) Copy & Paste 
In GUIs, copying and pasting of information is typically 
performed using four discrete steps: (1) specifying the 
source, (2) issuing the copy, (3) specifying the destination 
of the paste and (4) issuing the paste. In PaperWindows, 
these actions are merged into simple rubbing gestures: 

1) Transfer to PaperWindows.  Figure 1 shows how 
computer windows can be transferred to a paper window by 
rubbing a blank paper window onto the computer screen. 
The window content is transferred to the paper window 
upon peeling the paper window off the screen. The process 
is reversed when transferring a document displayed on a 
paper window back to the desktop environment.  

2) Copy Between Documents. Figure 5 shows how users can 
copy content from one paper window to the next. This is 
achieved by placing a paper window on top of a blank page. 
The content of the source page is transferred by rubbing it 
onto the blank page. If prior selections exist on the source 
page, only highlighted items are transferred.  

4) Scroll 
Users can scroll through paper windows in discrete units, or 
pages. Scrolling action is initiated by flipping the paper 
window around its horizontal axis. This causes the next 
page in the active document to be displayed on the back of 
the paper. Users can scroll back by reversing the flip.  

 
Figure 5. A paper window is placed on top of a blank  

page and its content is copied using a rubbing gesture.  

5) Browse 
In PaperWindows, flips around the vertical axis are used to 
specify back and forward actions that are application 
specific. For example, when browsing the web, a left flip 
causes the previous page to be loaded. To return to the 
current page, users issue a right flip. The use of spatially 
orthogonal flips allows users to scroll and navigate a 
document independently.  

6) Views 
In PaperWindows, the staple gesture is used to generate 
parallel views of a window. Users can open a new view into 
the same document space by stapling a blank page to a 
source document. This allows users to edit disjoint parts of 
the document simultaneously using two separate paper 
windows. Alternatively, users can display multiple pages in 
a document simultaneously by placing a blank page beside 
a source document. Rubbing across the pages causes the 
system to display the next page of the source document on 
the blank paper window.  

7) Annotate 
The increasing use of stylus-based systems (Tablet PCs) 
demonstrates the importance of supporting pen-based 
annotation. In PaperWindows, we employ pen tools 
augmented with IR markers to annotate directly onto the 
paper window (see Figure 6). PaperWindows supports the 
use of differently colored pens through special markers 
placed on the shaft of the pen. 
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LCD projector
• applied: projectors (home, presentation)
• elements: dichroic mirrors, dichroic prism, lcd 

screens
• idea:
• ‘+’: no wearing out effect.
• ‘-’: high maintenance effort (dust, smudging)

41
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Visions with projectors
• pico-projectors in mobile phones
• dynamic screen setup
• split the “interface”

42
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Take-away message
• from physical to digital

– understand cognitive, emotional needs of using paper
– new technology should replace those needs otherwise 

people will continue using their traditional way.

• from digital to physical
– what are the needs (look for potentials)? join our research! 

• design for transition
– make working in “trial and error“- fashion possible.
– desktop/phone/public display/interactive cloth etc.

43
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For your next assignment
• video prototypes: communicate, act out your ideas for 

interactive systems.
• examples: 

– good example: http://users-cs.au.dk/clemens/
BerkeleyMultiSurface2012/Prototypes/sharespose.mov

– bad example: http://users-cs.au.dk/clemens/
BerkeleyMultiSurface2012/Prototypes/physicalartifacts.mov

44
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