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Figure 1: Left: A user piloting an aircraft in VR. The user has a slider in his right hand to control the speed. With the joystick
in his left hand, the aircraft can be steered sideways. Right: A user is rotating an object in VR using a knob.

ABSTRACT
Virtual Reality (VR) has made its way into everyday life. While VR
delivers an ever-increasing level of immersion, controls and their
haptics are still limited. Current VR headsets come with dedicated
controllers that are used to control every virtual interface element.
However, the controller input mostly differs from the virtual inter-
face. This reduces immersion. To provide a more realistic input, we
present Flyables, a toolkit that provides matching haptics for virtual
user interface elements using quadcopters. We took five common
virtual UI elements and built their physical counterparts. We at-
tached them to quadcopters to deliver on-demand haptic feedback.
In a user study, we compared Flyables to controller-based VR input.
While controllers still outperform Flyables in terms of precision
and task completion time, we found that Flyables present a more
natural and playful way to interact with VR environments. Based
on the results from the study, we outline research challenges that
could improve interaction with Flyables in the future.
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1 INTRODUCTION
Current virtual reality (VR) systems provide immersive virtual ex-
periences with high quality visual and auditory stimuli. Designers
can use such environments to present endless virtual worlds with
myriads of interactive objects. However, the interaction capabil-
ities are limited, as the most popular devices for manipulating
virtual objects are controllers that the user has to carry. While
controllers provide great input capabilities for VR, the output capa-
bilities are still limited. The haptic feedback offered by controllers
cannot simulate the variety of textures and form factors of virtual
objects. Thus, researchers are already investigating possible ways
to overcome these limited capabilities [2, 12, 29, 32, 40]. Drones
have shown great potential to act as flying user interfaces (UIs) [8]
or can assist its users autonomously [3]. In VR, plenty of research
has focused on employing drones as physical proxies for virtual
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objects [2, 14, 17, 18]. Here, drones can act as an ungrounded phys-
ical proxy to a simulated virtual object [20]. Therefore, they can be
equipped with haptic props and textures to mimic the haptics of
virtual objects that are perceived or manipulated by VR users.

To utilize drones that deliver well-known haptic UI elements for
arbitrary VR environments that not only provide matching haptic
feedback but also input capabilities, we present the Flyables toolkit.
The toolkit controls a set of drones equipped with customized 3D-
printed UI elements. These elements serve as physical proxies for
virtual UI elements with which VR users can interact. This works as
follows: As soon as a virtual UI element is visible in VR, a quadcopter
equipped with a matching physical UI element – which we call a
Flyable – is steered to the location where a VR user expects to touch
or grab it (see Figure 1). During our design process, we developed
five 3D-printed UI elements derived from classical input devices:
a button, a knob, a joystick, a slider, and a 3D mouse. This enables
users to experience haptic feedback that matches the shape of the
virtual UI element. Additionally, the Flyable acts as an input device,
fostering a similar experience as using a UI element in the real world
(e.g., a real button, joystick, or slider). Moreover, Flyables have the
advantage over VR controllers that the user does not need to carry
them all the time, which leaves their hands free. In the future, this
could enable a more natural gestural interaction [19, 21, 34].

We conducted an explorative user study with 12 participants
to compare the Flyables toolkit to state-of-the-art VR controllers.
Specifically, we designed four different VR scenarios to showcase
the functionality of Flyables. These scenarios could be controlled
using Flyables or standard VR controllers. We gathered data on per-
formance, usability, and physical movement, as well as qualitative
feedback using post-study interviews. Although the Flyables toolkit
does not outperform standard VR controllers in terms of precision
and task completion time in its current state, it can enrich virtual
UI elements with appropriate haptic feedback and induce greater
body movement. The contribution of this work is threefold: (1) We
provide the Flyables toolkit as open-source software together with
the 3D models of our 5 UI elements. (2) We compared Flyables to
VR controllers. The results highlight the strengths, weaknesses, and
future challenges regarding the toolkit. (3) We outline possible re-
search challenges for improving the Flyables toolkit. These include
how Flyables can be used to provide additional force feedback or
can be designed to be repurposed automatically.

2 RELATEDWORK
Traditional VR applications provide haptic feedback through con-
trollers (e.g., by applying vibration to the user’s hands). To over-
come the limitations of current controllers, drones acting as haptic
proxies to virtual objects have become a popular research topic.

Knierim et al. [18] showed how to use drones as physical coun-
terparts to virtual entities. They designed a scenario in which a
bumblebee attacks a user in VR. In reality, a drone stings the user
with a small stick. They ensured user safety by using a drone that
cannot harm the user, as it was not powerful enough to pose any
risk of injury. Hoppe et al. [14] showed that drones providing hap-
tics for virtual objects resulted in a greater sense of presence in VR.
Abtahi et al. [2] later introduced safe-to-touch drones. In a virtual

shopping scenario, they evaluated different styles of haptics pro-
vided by such a drone. For example, the drone could be equipped
with textiles to mimic the texture of virtual garments. Further, the
drone could position itself in the room and be picked up by the user
to provide haptic feedback. A user in VR could reach out for the
drone to pick up virtual garments. Through a preliminary study,
they could show that their participants successfully interacted with
the drone while shopping in VR. Abdullah et al. [1] used drones to
simulate the weight and stiffness of virtual objects. A drone was
used to apply a downward force matching the weight of a virtual
object that a VR user was holding. In contrast, stiffness could be
simulated with an upward force. Another approach to enhance VR
experiences with drones uses their inherent properties. Yamaguchi
et al. [38] investigated using the airflow from a drone to stabilize a
paper hanging from it in order to provide haptics in VR. They could
show that the haptic feedback was effective for supporting mid-air
drawing. Tsykunov et al. [32] proposed a string-based approach to
interact with a drone in VR. Users can pull on a string attached to
the drone to interact. Through the string, users experience feedback.

Using specific elements of a drone (e.g., the propellers) to provide
haptic feedback has also previously been investigated. Heo et al.
[12] created a handheld device that can provide haptic feedback.
Six propellers are used to accelerate the device in any direction.
In VR, haptics of different elements can be simulated by it. For
example, when a user places a stick in flowing water in VR, the
device provides the matching force feedback to mimic the resistance
of the water. Further, when the user travels to another planet in
VR, gravitational forces can be rendered differently through the
device. Participants in a preliminary study reported being more
immersed in the VR experience when using the device. Je et al. [15]
presented a wearable device that provides force feedback to virtual
weapons used in VR games. Through propellers, this device can
apply force to the wrist of the user. A study showed that the system
could increase the enjoyment of VR games. A similar approach to
apply forces in VR was introduced by Sasaki et al. [29]. Through
propellers attached to a rod, the device applies forces on its user.

In the previously mentioned approaches, it is common that
drones are used to create haptics, either to enhance the VR experi-
ence or to create a touchable 3D UI in reality that supports known
input metaphors (e.g., touch or drag). In this work, we introduce a
flying UI toolkit for VR that uses interactionmetaphors materialized
via 3D-printed haptic props mounted on quadcopters. In contrast to
previous work, such as [1, 2, 18], the Flyables toolkit aims to provide
well-known input elements for arbitrary VR experiences. The goal
of Flyables is to mimic haptic feedback as accurately as possible and
provide generic input capabilities such as controllers, but without
requiring the user to constantly have their hands occupied. With
further advancements in fabrication, we might be able to create
such props within a matter of minutes in the near future [22, 24, 27].
Then, such 3D-printed structures can provide haptic feedback for
virtual objects when they are navigated to the right place at the
right time using quadcopters.

3 FLYABLES TOOLKIT
With Shneiderman’s eight golden rules [30] in mind, the Flyables
toolkit provides a consistent set of input devices across arbitrary
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(a) Button (b) Knob (c) Joystick (d) Slider (e) 3D Mouse

Figure 2: The five Flyables. Each Flyable consists of a 3D-printed haptic interface element mounted on a quadcopter and a
corresponding virtual representation in VR. The quadcopter is equipped with markers for optical tracking.

VR scenarios: a button, knob, joystick, slider, and 3D mouse (see
Figure 2). In the following, we describe the design process of the
five input devices. Further, we introduce the Flyables control system
and explain how it recognizes input from the flying UI elements.

3.1 Design Process
Our design process for creating Flyables involved multiple stages.
We started with the goal of designing physical haptic counterparts
for possible virtual UI elements. However, at this stage of the pro-
cess, we did not know how the physical objects would look nor
which virtual UI elements there are.

We started our design process by gathering a large number of
interactive items. We looked not only at on-screen elements from
graphical user interfaces (GUIs), but also at everyday physical ob-
jects. During our process, both virtual and physical objects served
as an inspiration for the next step. The virtual UI elements helped
us to understand what type of UI elements we use daily and how
they look and react in the virtual domain. The physical character
of the objects helped us to design appropriate counterparts for the
virtual UI elements. The goal was for people to immediately feel
comfortable when using them.

We started off with a wide range of physical (e.g., crossbars
latches, volume knobs, and stove control knobs) and virtual ob-
jects (e.g., buttons, sliders, and drop-down menus). We narrowed
down our search to five interactive elements that can be directly
manipulated (e.g., translated or re-orientated) in a specific way: a
button, knob, joystick, slider, and 3D mouse. Each element serves
a particular purpose. The button can be used for discrete input
events. The knob enables rotary input in one dimension, while the
joystick offers three-dimensional rotation (yaw, pitch, roll). The
slider can be adjusted along one dimension. Finally, the 3D mouse
enables 3D translation. After extracting the basic interactions, our
next step was to design the virtual representations of the input
devices as well as their physical forms. Here, we began by choosing
real-world objects to serve as templates for the virtual and physical
representations. For the virtual representations, we wanted them
to have an overall coherent "look and feel" and to be noticeable, but
not to distract from the VR experience. The button was derived
from a traditional "kill switch", the knob from volume control knobs,
the joystick from a manual gear stick, the slider from an industrial
machine, and the 3D mouse from a free-floating ball like a balloon.
This gave us an overall "look and feel" for our Flyables. With a first
version of Flyables, we tested their dimensions and ability to fly.
For each Flyable, we tested if the drone together with the attach-
ment can lift off on its own and stabilize itself in the air. Over a
number of iterations, we remodeled the Flyables to improve their

flying capabilities. At the same time, we tested them in VR to see if
they would meet our expectations. During this process, we asked
people from our institution with a design background for informal
feedback. After weeks of prototyping, remodeling, and redesigning,
we present our five Flyables (see Figure 2).

Button. The button (see 2a) allows the user to trigger discrete
events. As soon as the user touches the button, the toolkit triggers
an input event. At the same time, the physical button allows the
user to feel the matching haptic feedback.

Knob. The knob (see 2b) can be rotated by the user to adjust a
specific value. A visual marker on the top of the knob indicates its
orientation. The knob is located on top of a round base to communi-
cate its affordance (i.e., turning left or right). Its physical counterpart
mounted on a quadcopter allows the user to feel the round struc-
ture of the knob. When the physical knob is turned, the rotation
of the quadcopter is applied to objects or values that should be
manipulated in VR.

Joystick. The joystick (see 2c) provides a means of input for yaw,
pitch, and roll (3DOF). It consists of a base and a spherical part at
the top. The values for yaw, pitch, and roll are measured in degrees
and can be applied to any virtual object in VR.

Slider. The slider (see 2d) can be used to specify a value within
a specific range. It can be moved in the 3D virtual environment,
but only the translation along one specific axis is considered for
changing the target value. Arrows at the base of the slider indicate
the directions the slider can be moved to adjust this value.

3D Mouse. The 3D mouse (see 2e) allows the user to translate
objects in 3D space, cf. [25]. If an object is linked to the 3D mouse,
the user can translate it by grabbing the 3D mouse and moving it
around. It can be used to position objects without directly touching
them. Objects in VR often have no physical representation, so the
3D mouse can act as a proxy, enabling haptic feedback. Further, as
the object is not directly held by the user, the virtual representation
of the hand does not occlude the object. This means that the 3D
Mouse can be used to move distant objects.

3.2 Toolkit
The Flyables toolkit consists of a set of quadcopters with haptic
UI attachments and a control application that interfaces with an
optical tracking system and the VR application. With respect to
the position and orientation of a UI element in VR, our toolkit
steers a quadcopter mounted with the physical counterpart of the
UI element to the physical location where a user would expect
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Figure 3: (A) the participants controlled a crane with the joystick and the button. (B) a car could be rotated using the knob or
its doors could be opened using the button. (C) the participants compared molecules by moving them with the 3D mouse and
rotating them with the knob. (D) the participants steered an aircraft with the joystick and controlled its speed with the slider.

the haptic feedback (see Figure 4). Users can touch and hold the
physical object. While in VR, they see a virtual representation of
their hands and the virtual input device.

The Flyables toolkit uses proportional-integral-derivative (PID)
controllers to steer the quadcopters. The PID controllers constantly
track the target location of the virtual UI element and the physical
position of the quadcopter. They then use this data to calculate
the commands necessary to steer the quadcopter to the location
of the virtual element in 3D tracking space. Tracking the position
can be accomplished by various means, such as optical marker
tracking, indoor localization systems, or even through utilizing
tracked components of modern VR systems (e.g. a VIVE Tracker)
[13]. The PID controllers can be tuned to the desired flying behavior,
e.g., desired acceleration, maximum velocity, or spatial precision,
similar to [9]. The steering is executed by the control application
without human intervention.

We open-sourced the Flyables toolkit 1 together with the model
files of the 3D-printed quadcopter attachments. We included the
control application that steers the quadcopters and provided a Unity
3D plugin to integrate Flyables into arbitrary VR scenarios. We
included a showcase application for Unity 3D that uses the plugin
to interface with Flyables. Further, we published an instructions
for integrating Flyables into other applications or game engines.
We also provided guidelines and instructions on how to integrate
any drones into the toolkit. This will enable other researchers and
designers to build upon the presented research.

4 EVALUATION
To evaluate the Flyables toolkit, we conducted a user study with
12 participants. We developed four different VR scenes, each scene
contained a task to be completed using Flyables or VR controllers.

4.1 Apparatus
The four different VR scenes, which we will now refer to as Scenes,
made up the first independent variable (see Figure 3). The second in-
dependent variable was Input, which was either Flyables or Oculus
Rift controllers. In each Scene, we integrated two different Flyables.
We counterbalanced the order of Input and Scene using a Latin
Square design. We deployed Flyables and the Oculus VR system in a
3m × 3m area that was tracked by an OptiTrack 13W system. To de-
ploy the physical UI elements, we attached the different 3D-printed
elements to off-the-shelf quadcopters (i.e., the Parrot Mambo).

1Toolkit and PID configurations of the drones: https://github.com/jonasauda/flyables

4.2 Virtual Reality Scenes
We created our four VR scenes in Unity3D. In each scenario, we
recorded the task completion time and logged the user’s movement.

Remote Controlled Crane. In this scene, the participants control a
crane to stow away three rocks (see Figure 3A). The crane could be
rotated sideways by tilting the joystick. By pressing the button, the
crane arm could be controlled. Pressing the button once made the
crane move downwards, while pressing it again stopped it. A third
press made the arm move upwards. Then the sequence started back
at the beginning. The arm was stopped when it hit a rock, and the
rock was then attached to the arm. The task was finished when the
rocks were brought to the destination area. The scenario could also
be controlled using the Oculus controllers. Here, the joystick of the
right controller was used to turn the crane. The trigger button on
the left controller was used to move the arm up and down.

Car Showroom. In theCar Showroom scene, the participants could
use the Knob to rotate a car (see Figure 3B). The button could be
pressed to open or close the car doors. The participants had to
find three price tags that were attached around and inside the car.
We instructed the participants to verbally indicate when they had
found all three price tags. The car could also be turned using the
Oculus controllers. Here, the joystick of the right controller turned
the car. The trigger button on the left controller could be used to
open or close the doors.

Figure 4: AnHMDuser reaching out for a Flyable. The user’s
hands are detected via a Leap Motion (attached to the user’s
HMD). The quadcopter is tracked by an OptiTrack system.
After grabbing the Flyable, the user can use it to control ele-
ments inVR.We aligned the coordinate systems of theHMD,
the Leap Motion, and the OptiTrack system to allow users
natural interaction using their hands.

https://github.com/jonasauda/flyables
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Molecule Comparison. In this scene, the participants had to com-
pare a specificmolecule (i.e. Thalidomide [31]) to four othermolecules
(see Figure 3C). Two of the other molecules were the same and two
were mirrored. The Knob could be used to rotate the molecule, while
the 3D Mouse could be used to translate the molecule into 3D space.
To complete the task, the participants had to approach the four
molecules in the room and compare them to the molecule attached
to the 3D Mouse. We recorded the answers and the time to fulfill
the task. To move the molecule with the Oculus controllers, the
participants held down the trigger of the right controller and then
moved the controller to translate the molecule. The joystick of the
left controller could be used to rotate the molecule.

Aircraft Piloting. In this scene, the participants steered an aircraft
by using the Joystick to steer the aircraft sideways and the Slider to
control its speed. The participants sat on a chair in the middle of the
tracking space. After 30s , five targets popped up at the same altitude
(cf,. Figure 3D). The participants’ task was to hit all the targets. To
steer the aircraft with the Oculus controllers, both joysticks were
used. The left joystick was used to steer the aircraft sideways, and
the other was used to adjust its speed.

4.3 Measurements
As measurements, we use task completion time (TCT) and move-
ments per task. Here, TCT is the time the participants actually
worked on the task, excluding the setup time and breaks. Move-
ment is the distance the participants moved during the task, which
we use as a way to measure physical engagement.

We chose the following questionnaires to obtain a comprehen-
sive understanding of the impact of Flyables on users. Specifically,
we used the AttrakDiff questionnaire [11] for the overall user expe-
rience and the System Usability Scale (SUS) [6] for overall usability.
We also added five 7-point Likert scale questions on the follow-
ing properties: Realism, Hardness, Naturalness, Expected Location,
and Future Use. In addition, we assessed simulator sickness via the
Simulator Sickness Questionnaire (SSQ) [16]. Finally, we used the
Presence Questionnaire (PQ) [35] to measure the presence in VR.

4.4 Procedure
After welcoming each participant, we explained the purpose of the
study and answered any questions they had before having them
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Figure 5: (a) Average TCT per condition in seconds. (b) Aver-
age head movement per condition in meters.

sign an informed consent form and fill out a demographics form.
Next, we introduced them to our study and the Flyables toolkit. We
explained the general procedure and showed them the quadcopters
equipped with the haptic UI elements. As we used off-the-shelf
indoor consumer quadcopters with low power, we ensured that
the interaction with them would be risk-free and would not cause
injuries like the ones in Knierim et al. [18]. To further ensure the
safety of the participants, experimenters were constantly in prox-
imity to disable the quadcopters at any time. After the introduction,
the participants were seated in the middle of our tracking space.
Then they entered VR, interacted with the scene, and then exited to
fill out a SUS questionnaire. At the end of the study, we asked the
participants to fill out the AttrakDiff, PQ, and SSQ questionnaires.

4.5 Participants
We recruited our participants through our university mailing list.
We invited 12 participants to our lab (5 female, 7 male, 0 other).
Our participants were aged between 17 and 32 (M = 24.5 years,
SD = 5.33). All participants self-identified as right-handed. Nine
participants had used VR before: 2 daily, 1 once a week, and 6 once
a month. Two participants owned a VR headset.

5 RESULTS
For the evaluation, we performed a quantitative analysis of the
collected objective and subjective data. For the non-parametric data,
we applied the Aligned Rank Transform (ART) using the ARTool
toolkit and applied a paired-sample t-test with Tukey correction,
as was suggested by Wobbrock et al. [36]. For all other ANOVAs,
we used paired t-tests with Bonferroni correction.

5.1 Task Completion Time
As the normality assumption of the task completion time (TCT)
was violated (p < .001), we performed a non-parametric two-way
repeated measures analysis of variance (RM-ANOVA) equivalent
using ART. We determined whether Input × Scene significantly
influence the TCT, revealing a significant effect of Input (F1,77 =
69.281, p < .001) and Scene (F3,77 = 50.602, p < .001). Moreover,
we found a significant interaction effect for Input × Scene: F3,77 =
28.729, p < .001. Thus, Controllers (M = 33sec, SD = 12) were faster
than Flyables (M = 50sec, SD = 26) (see 5a).

5.2 Body Movement
We conducted a two-way ART RM-ANOVA as the normality as-
sumption was violated (p < .001) to determine whether Input ×

Scene significantly influence the amount of head movement. The
analysis revealed a significant effect of Input and Scene (F1,77 =
34.350, p < .001; F7,77 = 51.980, p < .001; respectively). We found
a significant interaction effect for Input × Scene, F3,77 = 8.129,
p < .001. Thus, participants moved less when using Controllers
(M = 1.01m, SD = 1.62) than when using Flyables (M = 1.19m,
SD = 1.23) (see 5b).

5.3 System Usability Scale (SUS)
We conducted a two-way ART RM-ANOVA (normality assumption
violated: p < .001) to determine whether Input × Scene signifi-
cantly influence the SUS [6]. The analysis revealed a significant
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effect of Input: F1,11 = 103.748, p < .001. However, we could not
find a statistically significant influence for Scene (F3,33 = 1.444,
p > .236). Moreover, we found no statistically significant inter-
action effect for Input × Scene (F3,33 = 1.542, p > .210). Thus,
using Controllers (M = 90, SD = 12) was rated as better than using
Flyables (M = 64.1, SD = 22) (see 6c).

5.4 Simulator Sickness Questionnaire (SSQ)
For the SSQ [16], we conducted a Wilcoxon signed-rank test (nor-
mality assumption violated: p < .001), which did not show a statis-
tically significant influence of Input on nausea (Z = 9.5, p > .914).
Thus, nausea was similar between conditions, with M = 1.11,
SD = .16 for Controllers and M = 1.12, SD = .15 for Flyables (see
6a). Furthermore, a second Wilcoxon signed-rank test (normality
assumption violated: p < .001) did not show a significant influence
of Input on oculomotor (Z = 5, p > .076). Thus, oculomotor was
similar between conditions, withM = 1.36, SD = .40 for Controllers
andM = 1.49, SD = .45 for Flyables (see 6a).

5.5 AttrakDiff
Since the normality assumption (p > .05) for a paired Student’s
t-test was met, we performed them on each subscale to investigate
the influence of Input on PQ (pragmatic quality), HQI (hedonic
quality – identification), HQS (hedonic quality – stimulation), and
ATT (attractiveness). Our analysis revealed significant differences
for HQI, HQS, and ATT (t(11) = −2.315, p < .041; t(11) = 2.293,
p < .043; and t(11) = 2.780, p < .018; respectively). However,
we could not find significant differences on PQ (t(11) = −.674,
p > .513) (see 6b).

5.6 Presence Questionnaire
We conducted the presence questionnaire [35] to evaluate the users’
experiences in the environment. The results show that the con-
trollers reached higher scores. However, for Quality of interface and
Haptics, Flyables scored higher (see 7b).We performed an additional
seven Wilcoxon signed-rank tests (normality assumption violated
p < .05), which showed that Possibility to act and Self-evaluation of
performance are significantly different (Z = .866, < .005; Z = .868,

(a) SSQ (b) AttrakDiff (c) SUS

Figure 6: Average scores for the Simulator Sickness Question-
naire (SSQ) (a) andAttrakDiff (b) questionnaire scores. Error
bars represent the standard error. (c) Average SUS scores.

(a) Additional Questions (b) Presence

Figure 7: (a) Average scores for the Additional Questions. (b)
Average scores of presence questionnaire categories. R = Re-
alism, PtA = Possibility to act, QoI = Quality of interface,
PtE = Possibility to examine, SEoP = Self-evaluation of per-
formance, S = Sound, H = Haptics.

p < .005; respectively). For the others, the analyses did not reveal
statistically significant differences (p > .05).

5.7 Additional Questions
We performed an additional five Wilcoxon signed-rank tests (nor-
mality assumption violated: p < .05), which indicated that there
was no significant influence of Input on Realistic, Hard, Natural,
Expected Location, or Future Use. We could only show significant
differences for Hard and Future Use (Z = 12.5, p < .004; Z = 59,
p < .022; respectively). For all others, p > .05 (see 7a). For the
Molecule Comparison Task, all participants solved the molecule com-
parison task correctly when using Flyables, whereas only 10 out of
the 12 participants solved it correctly using the controllers.

5.8 Interviews
We conducted semi-structured interviews to obtain qualitative feed-
back from our participants. We combined all interviews from the
study sessions for analysis. We transcribed and translated the inter-
views into English literally without summarizing or transcribing
phonetically [5]. Finally, we employed a simplified version of quali-
tative coding with affinity diagramming [10] for interview analysis.

5.8.1 Pro-Flyables Feedback. In general, seven participants enjoyed
using the Flyables to fulfill the tasks (P1, P3 - P6, P9, P10). As P4 put
it, "you can move around like you would do in everyday life". P10 said
that, for solving tasks, Flyables are more enjoyable. Moreover, the
two main positive comments we received about using Flyables were
that a) the mapping between the VR action and the physical action
were in sync, and b) that the haptic feedback from the physical UI
element made them feel more immersed in VR. Four participants
(P3, P4, P9, P10) enjoyed that the mapping of Flyables was in sync
with the physical attachments. P10 noted that the mapping of the
functionality to the controllers is often arbitrary. Here, P10 sees a
benefit in using Flyables, as they communicate their functionality.
Six participants (P3 - P7, P9) liked that the physical objects felt
like the virtual ones. Here, we received praise for the realism that
Flyables provided. P5 stated, "I had the feeling of being more inside
with the drones," and P6 said, "I liked the attachments and their
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haptics." Also, P3 said that "from a haptics point of view it was
definitely better than the controllers," while P5 pointed out that the
haptics could not be achieved by the controllers. Lastly, P7 stated
that "[...] the drones might be more intuitive for people not used to
controllers." and added that the movement with Flyables is more
natural than with the controllers.

5.8.2 Pro-Controller Feedback. In contrast to the comments we
got on the positives of using Flyables, we also got positive feedback
on the use of controllers. Six participants (P2, P4, P6 - P8, P11)
stated that controllers are well-known to them and are therefore
easy to use. P6 said that "the controllers were better because [...] they
are well-known." P11 concluded that the controllers are easier to
use because they are well-known, but that Flyables also worked
"surprisingly well." P10 stated that using a controllers "is clearly
easier, but therefore also more boring." Two participants (P1, P12)
argued against using Flyables. P1 explained that it was exhausting
to grab Flyables, so the controllers were easier to operate. P12
generally preferred the controllers over Flyables because the control
was easier and more intuitive. P12 also pointed out that one did not
have to think about the usage: "I preferred the controllers in every
scenario. It was easier and more intuitive because I did not have to
think about it. While using the drones, I had to look for where they
were all the time. I had to watch to avoid colliding with them."

5.8.3 Real World Use-Cases. Six participants (P2, P8 - P12) liked
the idea of using Flyables for games. As P10 put it, "It was fun! It
was exciting because it was challenging!" Eight participants (P2, P4,
P5, P7 - P12) suggested using such a system for training purposes
or simulations, such as surgery training (P5), pilot training (P4),
or training for setting up chemical experiments (P11). Supporting
design such as CAD or 3D modeling was also suggested (P9).

5.8.4 Improvement Suggestions. Two participants wanted more
ways to interact with Flyables. Suggestions included being able to
touch Flyables from all sides (P5) or double-tap the button (P12), as
well as having Flyables that can find their way to the user’s hand
autonomously (P1). One participant added that future systems could
have safety measures for roommates, pets, and house plants (P6).

5.8.5 Scenario Feedback. For comparingmolecules, five participants
liked Flyables (P1, P2, P7 - P9). Being able to hold things in the hand
was perceived positively by P2 while doing the molecule compari-
son: "The drones were better for the molecule thing because one had
to turn and move around while holding the molecule. It was more
haptic, which I liked." P7 stated: "I found it more intuitive. Using
the controllers was monotonous." P10 liked the way the molecule
was rotated via Flyables, but at the same time had efficiency con-
cerns. P9 stated: "I tend to the controllers [...] but for investigating
objects and moving them around, the drones also work very well."
Four participants disliked Flyables during the molecule comparison
(P3 - P5, P7). Three participants had no preference for Flyables or
the controllers (P1, P8, P11). P11 explained: "Both are quite similar.
The controllers are faster [...]. Moving objects with the 3D Mouse and
rotating them worked well with both the controllers and the drones".

From eight participants, we got feedback that Flyables worked
well for the car showroom (P1 - P4, P7, P9 - P11). Here, P4 said:
"The motion was relatively easy. I could do it quite well by using the
drones." P7 reported a better spacial feeling for the car showroom

while using Flyables to rotate the car, but mentioned that the button
could not be pressed very hard because the drone would crash. P9
commented that "[...] if the task is to investigate an object, the drones
work, [as] it feels like I have the object in my hand."

In the remote-controlled crane scenario, two participants (P10,
P11) liked Flyables for controlling the crane. P11 said that one could
properly control the crane with Flyables. P6 and P10 noticed the
joysticks’ resistance: "The joystick is cool because the drone generates
a force against my motion and one pushes against that. That is really
cool!" (P10). P10 added that a joystick for turning the crane is well-
known, while the mapping of the functionality to the controllers is
quite arbitrary. Still, P10 said they would prefer the controllers in
terms of input precision and interaction time. Others experienced
difficulties and therefore preferred the controllers (P2, P3, P6, P7).

In the aircraft piloting scenario, we found that all participants
who themselves own a joystick liked Flyables (P4, P7, P9, P10). P4
liked how the aircraft was steered in the piloting scenario, but
at the same time appreciated the precision of the controllers. P4
said: "Compared to the controllers it is more realistic! In reality, you
also have a thrust lever." Flyables were also disliked by three par-
ticipants (P2, P8, P11). P5 expressed that steering the aircraft was
very complex and that the different types of motion were especially
challenging (i.e., tilting the joystick from left to right while simul-
taneously moving the slider back and forth). This was explained as:
"I found the drones very bad for steering the aircraft. I had to move
around a lot and I had to hold on to the drones all the time. However,
with the controllers I could rest my hands" (P2).

6 DISCUSSION
We implemented four different VR scenes using five different Fly-
ables (i.e., quadcopters) that carry physical UI elements to control
VR objects and provide matching haptic feedback. We provided
five different UI elements (i.e., a button, a knob, a joystick, a slider,
and a 3D mouse). Through our exploration, we uncovered several
strengths and weaknesses of Flyables. This enables us to guide the
future development and investigation of Flyables.

6.1 Flyable Handling
We observed a significantly higher TCT in the VR scenarios when
Flyables were used instead of VR controllers. This ranks Flyables as
worse than controllers for interaction in VR. Further, we observed
that in general, the participants rated the drones as "hard to use." Par-
ticipants reported that controllers were easier to operate. In general,
users are familiar with controllers, as they are a mature technology.
This is a true weakness of the current Flyables toolkit. Independent
of the toolkit itself, the performance of Flyables in our study may
be affected by the drone model that we chose for the evaluation.
Larger, more stable drones might enable better interaction.

6.2 Body Movement
We observed an increase in physical movement when Flyables were
used in contrast to VR controllers. Participants mentioned that inter-
acting with Flyables was tiring. However, in specific circumstances,
such body movement may be desired. While the participants argued
that this is a negative aspect of Flyables, it might also provide a
benefit. Research on exertion games [23] underlined the positive
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Figure 8: Showcases of the Flyables toolkit. Here, Flyables are used in different scenarios to show their applicability: for flying
(A) for instance using a thrust lever attachment (B) or in a crane scenarios (C + D).

aspects that physical activity can provide to the user. In addition, six
participants explicitly mentioned games as a potential use case. Par-
ticipants enjoyed using Flyables as controls because of the matching
haptic feedback and the communication of functionality through
their design (e.g., using a joystick to control an aircraft). This high-
lights that, for the gaming context, Flyables could be a step towards
serving various control elements to players. This might be improved
by having drones specifically designed with more precise input ca-
pabilities, which is an important step for users to engage with a
game [7]. Also, special controlling algorithms could provide active
and scenario-dependent force feedback. Together with powerful
drones, that could lead to a more sophisticated VR experience.

6.3 Usability, UX, & Simulator Sickness
In terms of usability, controllers outperformed Flyables in every
scenario. This is also reflected in the AttrakDiff results; however,
only in terms of the hedonic quality (stimulation) and attractive-
ness. The pragmatic quality and hedonic quality (identification)
are similar between Flyables and controllers. We argue that this
might be due to the long task completion time when using Flyables,
but we also argue that the largest factor for reduced usability is
the unfamiliarity with using Flyables for interaction. We further
support our argumentation with the qualitative feedback from the
participants, which indicates that the controllers were easier to use.
This allows us to contend that, over time, users could become fa-
miliar with Flyables. Thus, we believe that in the long term Flyables
could provide an alternative means of interaction in VR. Yet, only
a long-term investigation could yield such results. Finally, we ob-
served no significant differences in simulator sickness for Flyables
or standard VR controllers. We can claim that Flyables most likely
do not contribute to simulator sickness any more than controllers.

6.4 Immersion & Presence
Participants reported feeling more inside VR when using Flyables;
and thus, felt immersed. Brown and Cairns [7] divided immersion
into three levels: engagement, engrossment, and full immersion.
Becoming immersed in a game means transiting from engagement
to engrossment to full immersion. Usability and control problems
might hinder users from engaging with a game. While Flyables
overall helped participants to feel more immersed, we think that
our scenes and especially our tasks were not constructed to fit
the gaming context. We suggest investigating Flyables in playful
scenarios to uncover the suitability for different game genres.

For presence, the controllers received a higher score than Flyables
in general. However, Flyables scored higher in terms of Quality of
Interface and Haptics. Moreover, feedback from the participants

confirmed that they liked the drone attachment’s haptics. Being
able to feel what they saw in VR was especially appreciated by
the participants. Again, we argue that the users’ lack of familiarity
with Flyables rendered the results lower on average. When we
questioned them in detail, however, we could unveil the positive
aspects, which have the potential to provide greater immersion.

While the Flyables toolkit is not yet ready to be used in an ar-
bitrary VR scenario, this initial evaluation points to directions for
future investigation. Weaknesses of Flyables (e.g. precision) could
be addressed to cover a wider range of applications. Technical im-
provements of quadcopters might also support more use cases.

6.5 Limitations
We acknowledge the following limitations of our work. First, for
the evaluation, we used consumer drones that were not specifically
designed for interaction with humans. Custom drones that are de-
signed to be equipped with the Flyables’ UI elements may perform
differently with regard to stability or precision. The Flyables toolkit
allows to configure the maximum tilt angle individually for each
drone to realize different flight characteristics. In our evaluation,
we limited the maximum tilt angle for a drone to move in any
direction to 10◦. This allowed us to fly precisely in our tracking
space. Further, this limited the speed of the drone to further ensure
safety. Second, we compared Flyables to state-of-the-art controllers
that have improved in recent years. These devices had been used
by the majority of our participants before. Participants were used
to this type of input device and were thus able to solve the tasks
more easily. It remains unclear how participants would perform
after gaining similar experience with Flyables. Finally, drones could
crash when they were hit too strongly by the participants. This
might subtly influence the participants in a negative way. Flyables
could benefit from drones that recover quickly from crashes. We
outline how to tackle this in our future research challenges. Finally,
we must point out that interacting with drones can be dangerous.
In our current version of Flyables, we did not include additional
blade guards that cover the propellers from above. During our eval-
uation, several experimenter reduced the injury risk by constantly
observing our drones and disarm them in case of an emergency.
In a future version of Flyables, we plan the integration of safety
measures like cages [2] or deformable propellers [26].

7 RESEARCH CHALLENGES
We envision the Flyables toolkit more as a starting point for novel
interaction prototyping using drones rather than as a framework
that supports out-of-the-box flying UI elements. We think that de-
velopers, designers, and researches could use the toolkit to create
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drone-enhanced interaction in VR without the technical challenges
of drone controlling and integration. Therefore, we introduce chal-
lenges that could be the subjects of future research endeavors to
improve the Flyables toolkit and widen its applicability.

Force Feedback and Anchoring in the Air. Similar to previous ap-
proaches [12], a new type of specially designed drone could be
integrated into the Flyables toolkit to provide force feedback that
matches the given VR scenario. Especially because drones are not
anchored to the environment, rendering realistic counter-forces is
challenging. For example, a thrust lever or joystick of an aircraft
has a mechanical resistance. The pilot needs to overcome this resis-
tance while operating the aircraft. To mimic these haptic properties,
we envision that Flyables could integrate further matching haptic
elements (see Figure 8B) to our aircraft scenario (see Figure 8A).
Through specially designed drones, the matching force feedback
could be generated by accelerating horizontally without tilting,
similar to accelerating up and down to render weight and stiffness
[1]. We envision a drone with additional horizontally mounted ro-
tors. This would enable the drone to induce forces sideways while
using the vertical rotors to maintain height and orientation. Be-
sides that, future drones could use the resistance of the air to apply
forces to the interacting VR user by adjusting their surface size to
render resistance and inertia [39]. Further, we envision that a specif-
ically designed PID controller could enhance the haptic sensation of
counter-forces. Such controllers could overtake the controlling of a
Flyable when the system detects that specific counter-forces must
be applied (e.g., if the VR user grabs a thrust lever). While this was
out of scope for the current version of Flyables, we envision that
future research could investigate in this direction. We are confident
that such research could lead to improvements in the overall idea of
Flyables as future drones evolve rapidly due to the mass market. To
foster such research, we included a detailed document on how to
integrate any kind of remote-controlled drone or quadcopter with
Flyables with little technical effort.

Autonomic Reuse of Flyables. To provide haptics to myriads of
objects in VR, Flyables could be reusable, similar to haptic retarget-
ing [4]. Here, one haptic prop is used for multiple virtual objects.
One Flyable could also be used for multiple virtual objects as long
as it is present at the position where the user expects the haptic
feedback. We imagine using machine learning algorithms to predict
the future position of a Flyable with regard to where it is most likely
needed. Future research could investigate the suitability of different
prediction approaches.

A major drawback of using drones for haptic feedback is that
drones crash easily. For example, a Flyable could crash when the
user hits the button too hard (see Figure 8C). The button press
event would still be valid to the system, but the drone with the
physical button would not be available for interaction. We envision
that future drones could automatically recover from such crashes
without the user noticing. Drones could be designed to restart after
they crash, similar to the Parrot Rolling Spider. Such drones can
simply roll over and restart. We envision that drones specifically
designed to automatically restart and get back in position would
enable a more reliable and enjoyable VR experience, as the user
would not need to handle the drones carefully. Thus, future research

could investigate how to hide the fact that a drone crashed from
the user while preserving the narrative of the VR experience.

Novel Interface Elements. Besides the existing five UI elements
and the previously envisioned thrust lever (see Figure 8B), we imag-
ine new interface elements that can be integrated into Flyables
to support more use cases in VR. To support narratives in games
or enhance realism in, for example, interior design experiences, a
pull string to turn on a lamp, open a garage gate, or honk a truck
horn could be mounted to a drone, similar to the work of Tsykunov
and Tsetserukou [33]. To support more specific elements, such as
a door handle, future research could investigate the suitability of
drones that are tilted by the user. Here, proper force feedback and
anchoring could be the keys to providing a realistic experience.

Further Use Cases. Modern VR-HMDs can track the hands of
their users, but controllers are still needed or even desired for some
interactions. Here, Flyables could fill the gap by providing controller
devices when they are required without breaking the immersive
experience. Users could quickly switch between haptic UI elements
brought to them by a drone and free hand interaction. This would
allow the use of bare hands for gestures (for example, in multi-user
scenarios such as collaboration [28, 37]) as well as the ability to
switch quickly to haptic device input.

8 CONCLUSION
We designed, implemented, and evaluated the Flyables toolkit, a
haptic UI toolkit that uses quadcopters to deliver physical input
devices to a VR user. The current toolkit consists of five UI elements
(a button, a knob, a joystick, a slider, and a 3D mouse) that resemble
fundamental interaction patterns of today’s UIs. The results of our
study show that Flyables can introduce an exciting, realistic, and
fun way to interact with virtual content. Participants felt more
immersed in the VR environment when using Flyables, appreciated
the haptics of Flyables, and stated that, compared to controllers,
Flyables communicate their functionality through their affordance.
However, state-of-the-art controllers still outperform Flyables in
terms of input precision and task completion time.

To further improve the open-source Flyables toolkit, we extracted
research challenges. These challenges include additional force feed-
back through specially designed drones, approaches to reuse a
limited set of drones for multiple virtual objects, and the creation
and exploration of novel UI elements and interaction opportunities.
Addressing these challenges can help to promote Flyables as an al-
ternative to controllers in a variety of VR scenarios. Such scenarios
could benefit from a richer haptic experience and the communica-
tion of functionality through well-known input devices. We also
aim to further develop the toolkit to enable researchers and practi-
tioners to explore how Flyables can serve as physical UI elements
in VR applications.
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