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ABSTRACT 
Large and public displays mostly provide little interactiv-
ity due to technical constraints, making it difficult for 
people to capture interesting information or to influence 
the screen’s content. Through the combination of large-
scale visual output and the mobile phone as an input de-
vice, bidirectional interaction with large public displays 
can be enabled. In this paper, we propose and compare 
three different interaction techniques (Scroll, Tilt and 
Move) for continuous control of a pointer located on a 
remote display using a mobile phone. Since each of these 
techniques seemed to have arguments for and against 
them, we conducted a comparative evaluation and dis-
covered their specific strengths and weaknesses. We re-
port the implementation of the techniques, their design 
and results of our user study. The experiment revealed 
that while Move and Tilt can be faster, they also introduce 
higher error rates for selection tasks. 
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niques: User Interfaces 

INTRODUCTION 
Particularly large display technologies are starting to ap-
pear in our everyday lives. Not only can they be found in 
private environments (e.g., large-scale TVs, projectors or 
monitors), but more and more in public spaces such as 
airports, subway stations or shopping malls, where they 
mostly act as large ambient information displays. Instead 
of allowing users to capture interesting information or 
influencing the display’s content, the usage models of 
these displays tend to be static, offering only unidirec-
tional broadcast without possibilities for bidirectional 
interaction. In addition, home-installed large screens, e.g., 
projectors or flat panels, mostly lack sophisticated input 
capabilities beyond those of a TV remote.  

On the other hand, small portable devices such as per-
sonal digital assistants (PDAs) and mobile phones are 
available at low prices and are by now usual companions 
in our everyday lives. Despite their limited visual output 
capabilities compared to large screens, they come with 
various built-in input options such as a joystick, a stylus, 
a keypad or touch-screens. Hence, combining the users’ 
mobile devices and large public displays, for example, 
allow the control of a personal pointer on the public dis-
play, turning the phone into a ubiquitous input device for 
large screens (Ballagas et al., 2006). The interaction tech-
niques need to be efficient, enjoyable and easy to learn. 
Unfortunately, each of them has its limitations in terms of 
accuracy, operation speed, efficiency and ergonomics. 

In this paper we discuss three different techniques to con-
trol a pointer on a large public display by using a selec-
tion of mobile device input and sensing capabilities. We 
developed three distinct strategies for continuously con-
trolling the user’s pointer: first, the pointer can be moved 
constantly by pressing the phone’s joystick in the respec-
tive direction (Scrolling). Second, the pointer is acceler-
ated by tilting the mobile phone in the desired direction 
(Tilting), and third, the pointer’s movement is linearly 
mapped to the phone’s movement (Moving). We discuss 
the different input strategies followed by an extensive 
evaluation in which we analyze the feasibility of each 
input mapping in detail. Based on the findings in our 
evaluation, we provide insights on how to design pointer 
interaction on large screens using mobile devices. 

RELATED WORK 
The usage of mobile devices for interaction with large 
displays – static (paper-based) or dynamic (screen-based) 
– has been an active research focus in the past years (Bal-
lagas et al., 2006). If users interact with static displays 
such as maps, the phone usually acts as a lens, digitally 
augmenting the current focus area (Rohs et al., 2007). 
Others investigate the remote control of pointers (Myers 
et al., 1998) and interaction (Want et al., 1995) on large 
screens using mobile stylus-based interfaces. Others in-
vestigated different issues related to large public display 
interaction. Ballagas et al. define three domains in which 
this interaction takes place: personal, semi-public and 
public (Ballagas, 2004). Based on these, they identify 
constraints that need to be taken into account for design-
ing interaction techniques.  

An analysis of existing pointing interaction techniques 
shows a trend of using the phone’s camera in combination 
with visual markers. Point & Shoot (Ballagas et al., 2005) 
enables users to select objects on a large screen by point-
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ing at them using the phone’s camera. Users can select 
objects by pressing the phone’s select button. This results 
in a grid of visual markers being temporarily superim-
posed on the large display’s canvas. The phone takes a 
picture and uses the visual markers in order to detect the 
position the phone has been pointed at. SpotCode (Mad-
havapeddy et al., 2004) also uses the principle of tracking 
visual patterns. Another system called Shoot & Copy 
(Boring et al., 2007) allows users to take a picture of the 
desired content on a secondary screen. Using image proc-
essing techniques, the captured content gets recognized 
and is then sent back to the user. However, neither tech-
nique offers permanent visual feedback and hence makes 
continuous operations cumbersome. Furthermore, both 
systems keep the controls on the mobile device possibly 
leading to macro attention shifts (Holleis et al., 2007). 

Instead of using visual markers, experiments with optical 
flow analysis of the video stream captured by a camera 
have been conducted. Pears et al. (Pears et al., 2008) in-
troduce a mechanism that allows pointing directly on the 
screen. However, their system requires the phone’s cam-
era to be pointed towards the screen at all times, which 
most likely increases fatigue in the user’s arms (also 
known as the “gorilla-arm-effect” occurring when inter-
acting with vertically mounted touch screen monitors). 
Sweep (Ballagas et al., 2005) mimics the behavior of a 
standard desktop mouse. When the user moves the phone 
into a certain direction, the pointer on the large screen 
moves in the same direction (with a linear factor). A fur-
ther example is Direct Pointer (Jiang et al., 2006). Their 
system requires the camera to be pointed at the screen at 
all times. While this reduces distance-related problems of 
Sweep, users might experience fatigue in their arms, lead-
ing to short interaction cycles. As both systems allow a 
person to use the personal mobile phone as optical mouse, 
we based one of our interaction techniques on optical 
flow to allow a direct comparison.  

While optical flow analysis relies on the phone’s camera 
(inside-out tracking), other systems use fixed cameras to 
observe the phone’s motion (outside-in tracking). Mi-
yaoku et al. introduce C-Blink (Miyaoku et al., 2004) 
which represents such a system. A camera attached to a 
large screen identifies the motion of the phone’s display 
and moves the pointer on the large screen accordingly. 
However, pointing the phone towards the screen most 
likely results in a rather unusual hand posture.  

Recently, researchers are experimenting with using near 
field communication (NFC) in order to interact with static 
as well as dynamic displays. Marked-up Maps (Reilly et 
al., 2006) is a system that allows a mobile device to touch 
and select options on a static paper map. The map was 
augmented with RFID tags representing options touch-
able by an RFID reader connected to a mobile phone. In 
contrast to this approach, Touch & Interact (Hardy et al., 
2008) uses a dynamic display by projecting a digital im-
age on top of an RFID tag matrix. With this, users can 
touch the display at any position to make selections. 
However, all identified interaction techniques require the 
phone to be very close to the display.  

Together with commercial applications such as the 
iPhone Air Mouse1 and the Nintendo Wii2, research has 
been done utilizing acceleration sensors built into mobile 
phones (Vajk et al., 2007). One example is Toss-It 
(Yatani et al., 2005) which allows users to “throw” im-
ages onto a screen in a multi-display environment. How-
ever, this technique only enables users to point at the 
screen they want to have the image on, but more accurate 
operations seems to be cumbersome. MobiToss (Scheible 
et al., 2008) utilizes the built-in sensors in two ways: 
First, users can “throw” a recently captured video clip 
onto a nearby screen. Second, users can then manipulate 
the clip by tilting the phone (e.g., applying different video 
effects). However, the usage of acceleration sensors for 
pointer control has not been examined. 

INTERACTION TECHNIQUES 
For controlling a pointer on the display, today’s personal 
computers offer a standard mouse or equivalent devices, 
such as track points or touch pads. While suitable for sin-
gle users in desktop environments, the single pointer 
paradigm needs to be extended for use in public spaces. It 
nevertheless provides an acceptable mental model as 
starting point for collaborative or concurrent use. Touch-
based input on large public displays is not always an op-
tion due to protection reasons (e.g. against vandalism) as 
well as their relatively large dimensions. To interact with 
public screens instead of just passively viewing the in-
formation, we have developed three interaction tech-
niques based on different input mappings, using the tech-
nologies built into a modern mobile phone. 

Scrolling 
The simplest control is to use a mapping from key presses 
to a constant motion: the cursor is either moving at con-
stant speed in a certain direction or remains still. A com-
mon approach used in past research is to utilize the 
phone’s joystick or arrow keys (Silfverberg et al., 2001). 
This technique gives both direction and movement at the 
same time with a control display (CD) ratio of 1. If the 
user presses an arrow (or tilts the joystick) in one direc-
tion, the cursor moves at constant speed in this direction 
until the user releases the key and the joystick respec-
tively. The constant motion – causing high selection 
times for distant targets – could be sidestepped by using 
ballistic pointer movement (i.e. decreasing the CD ratio) 
similar to the mouse behavior in modern operating sys-
tems. This leads to an overshooting effect which will be 
discussed later. Moving in two dimensions is rather diffi-
cult as the user has to press two buttons simultaneously 
which in turn only allows moving the pointer diagonally. 
This limitation comes from the stand-alone design for 
mobile phones menus, which does not require the joystick 
to cover all eight directions. 

Tilting 
We created Tilt as a second solution, which maps the 
phone’s movement to the pointer’s movement in a differ-
                                                            
1 iPhone Air Mouse, http://www.mobileairmouse.com/ 
2 Nintendo Wii, http://wii.com/ 



ent way. Similar to the input principle of an analogue 
joystick, we can use tilting in order to accelerate the 
pointer on the screen. The more the user tilts the phone in 
a certain direction, the faster the pointer.  

From the built-in acceleration sensors we obtain different 
gravity measurements by moving or rotating the phone. 
We can then construct different mappings between the 
sensor readings and the two-dimensional mouse move-
ment. We can use the rotation around the x and y axes to 
control the cursor’s movement speed in each direction. 
This technique corresponds to the mapping used by ana-
logue joysticks. The zero point is a small interval around 
the normal viewing orientation of the phone (see Figure 
1). This allows users to keep the pointer at a certain posi-
tion in a simpler fashion. 

 

 

Figure 1. Tilting the phone left or right (top) increases (de-
creases) the pointer’s horizontal speed. Tilting it up or down 

(bottom) increases (decreases) its vertical speed. 

To simulate a mouse button being pressed, we utilize the 
mobile phone’s joystick button. Pressing it is translated 
into a down event. Moving the cursor with the sensor 
input while having the button pressed results in move 
events. Finally, if the user releases the button, the cursor 
receives an up event. This allows us to perform the most 
common operations known from traditional cursor-based 
user interfaces (e.g., WIMP): hover (e.g., cursor moving 
above a certain element) and drag (cursor moving plus 
mouse button pressed). However, this only simulates the 
actions taken with the left mouse button. To enable right-
clicks, systems could utilize a secondary button on the 
mobile phone or dwell times of a stopped cursor. How-
ever, holding the pointer still is a rather difficult task. 

Moving 
The third solution, called Move, is an interaction tech-
nique that maps the phone’s movement linearly to the 
pointer’s movement. As Scroll is very accurate but has 
high selection times for far distances (due to its CD ratio), 
we decided to use a technique that is inspired by both the 

standard computer mouse and Sweep. In order to change 
the speed, we chose a more direct mapping where start 
and stop of the operation is now determined by start and 
stop of the phone’s motion. Similar to Sweep, we utilize 
the phone’s camera in combination with optical flow im-
age processing, allowing the phone to be pointed any-
where. With this, we get a direct mapping between the 
phone’s and the pointer’s motion (CD ratio is 1).  

In contrast to Scroll, users can determine the speed of the 
pointer by simply moving the phone faster and slower 
respectively. This interaction technique is very similar to 
the computer mouse which is well-known to most users. 
The main difference is that no direct contact with a sur-
face is needed. We have also found that rotating is possi-
ble with our implementation resulting in higher motion 
speed of the pointer (i.e., lower CD ratio). The combina-
tion of both allows the user to accurately position the 
pointer on the remote display (see Figure 2).  

 

Figure 2. Left shows moving the phone without rotation. 
Right denotes movement plus rotation. By tilting the wrist, 

the pointer moves further with less arm movement. 

In contrast to Sweep, the phone’s motion always affects 
the pointer’s position. If users want to suspend the pointer 
movement, they can place their finger on top of the cam-
era’s lens leading to a black image. This can be compared 
to lifting the mouse for repositioning it (clutching). To 
activate optical flow analysis again, users take their finger 
away. The simulation of a mouse button being pressed 
can be achieved as described in the section on Tilt. 

Discussion and Prediction 
After introducing our mappings, we give a prediction of 
their performance by analysing their input capabilities 
and dimensions. According to Card’s input design space 
(Card et al., 1991), Move adds the most input dimensions 
to the phone as it allows continuous linear as well as ro-
tary measurements, while Tilt only allows rotary meas-
urements. However, Move and Tilt rely on the phone’s 
select button for more complex interactions such as selec-
tion or drag-and-drop. In summary, adding the phone’s 
camera and its acceleration sensors leads to a richer set of 
interaction capabilities to control a pointer’s motion.  

Scroll offers discrete input leading to a limited set of 
moving opportunities (linear or diagonal). Furthermore, 
complex operations, such as selection and drag-and-drop 
are not possible without using additional keys on the 
phone as moving and pressing the select button at the 
same time is difficult. On regular desktop computers, this 
can be achieved by combining the mouse’s motion and 
one of its buttons being pressed. Hence, Move and Tilt 



 

add more input dimensions. For example, Move (Tilt) 
along the phone’s z-axis (y-axis) could indicate scaling 
which is not possible without mode switch using Scroll. 

Based on our understanding of the techniques and pre-
liminary tests, we have created a basic selection model. 
This model tries to map the target’s distance to the time 
needed to select it when using one of our input tech-
niques. We acknowledge that the target’s size also plays 
an important role in the selection process. However, we 
assume that the selection time increases similarly for all 
techniques when targets get smaller. It seems obvious that 
the performance of Move will decrease the further targets 
are away from the current pointer location. As seen in 
Figure 3, we expect an overshooting effect for targets that 
are very close or very far away for both Move and Tilt. 
This is based on the theory of having trouble when mov-
ing short or long distances due to sensitivity: for long 
distances, the pointer might already be too fast for slow-
ing down towards a certain position. As Move mimics the 
computer mouse, we assume that overshooting will affect 
Tilt more than Move. We also predict that the overshoot-
ing effect will decrease for increased target sizes. 

 

Figure 3. Model of expected selection times. In the central 
region, the overshooting effect does not occur. 

EXPERIMENTAL EVALUATION 
In our experiment we set out to analyze in detail the suit-
ability of theoretically chosen techniques and their pre-
dicted behavior when controlling a pointer on a large 
screen. Participants acquired targets of different sizes and 
positions using each of our input techniques. 

Task and Stimuli 
We modeled our task setup based on the design used in 
(Vogel et al., 2007) and other target selection studies. 
Each participant was presented with a series of target 
selection trials in a multidirectional tapping test based on 
ISO 9241-9 standard (Douglas, 1999) by utilizing each of 
the three pointing techniques. Three different target sizes 
were each placed in two distances at eight angles.  

We asked our participants to acquire the targets as fast as 
possible while being accurate during selection. Partici-
pants were allowed to hold the mobile phone in their 
dominant hand in the same way they usually hold their 
phone. At the beginning of each trial, the pointer stayed 
fixed on top of a solid red square (size: 48 pixels) at the 
center of the screen indicating the start button. At the 

same time, the target was rendered as a white square with 
a red border (see Figure 4a). Distance, angle and size 
were parameterized in such a way that targets never 
reached the screen border, which thus allows overshoot-
ing the target. A street map was displayed in the back-
ground of the stimuli to increase ecological validity. 

(a) 
 

(b) (c) 

Figure 4. (a) Start of the trial. (b) After the start, the target 
turns red. (c) Target turns yellow when hovering over it. 

Once the user activated the trial by pressing the phone’s 
select button, the start button disappeared and the target 
turned into a solid red square as shown in Figure 4b. The 
user was then able to move the pointer freely on the 
screen using the currently active input technique. When 
the pointer was moving within the target, the target pro-
vided visual feedback to the user by turning into a yellow 
square (see Figure 4c). A trial was completed when the 
user hit the phone’s select button while the pointer was 
inside the target. If the user clicked outside of the target, 
the trial continued increasing the error count. Users ad-
vanced to the next trial when they successfully selected a 
target. During the test we recorded target acquisition time 
and errors as the number of unsuccessful target selections. 
Furthermore, we recorded the pointer’s trace for each trial 
to detect possible target overshooting events. 

Study Design and Hypotheses 
A repeated measures within-subject factorial design was 
used. The independent variables were Technique (Scroll, 
Move and Tilt), target Size (24, 48 and 72 pixels), target 
Distance (96 and 336 pixels) and target Direction (N, NE, 
E, SE, S, SW, W and NW). By evaluating typical screen 
dimensions and distances between user and screen, even 
targets sized 24 pixels seemed to be too small, but we 
kept it to detect limitations of the techniques. During the 
study we counterbalanced the usage of Technique among 
all our participants. For each user, we combined the 3 
target Sizes with each of the 2 target Distances as well as 
each of the 8 target Directions. These triplets were then 
presented in random order in each block. For each Tech-
nique, participants had one practice block and three timed 
blocks. In summary we collect the following number of 
data points per participant (excluding the practice blocks): 

3 Techniques (Scroll, Tilt and Move) × 
3 Blocks × 
3 Sizes (24, 48 and 72 pixels) × 
2 Distances (96 and 336 pixels) × 
8 Directions (N, NE, E, SE, S, SW, W and NW) 

= 432 selections per participant 

In contrast to other Fitt’s law experiments, participants 
had to press and release the phone’s select button when 



the pointer was inside the target. Leaving the target while 
the button is pressed was possible (Forlines et al., 2005). 
Hence, a selection was counted as error if either the but-
ton press or the button release occurred outside the target. 

Based on our understanding of the techniques regarding 
their predicted selection performance, we had three hy-
potheses: First, we expected Move to outperform Tilt for 
small targets in any distance due to less overshooting 
effects (H1). Second, we expected Move to outperform 
Scroll for medium sized and large targets with higher 
distance in terms of selection time, but at the expense of 
increased error rates due to the pointer’s high movement 
speed (H2). And third, we assumed Move and Tilt to have 
noticeable higher error rates compared to Scroll for small 
targets regardless of their distance (H3). 

Apparatus 
We conducted this study using a large, vertically mounted 
50” plasma TV from Panasonic (model: TH-50PV71FA) 
acting as a public display. The plasma panel has a resolu-
tion of 1366 × 768 pixels and has – with an aspect ratio of 
16:9 – a physical screen size of 1106 × 622 mm. These 
measurements give an effective resolution of 1.235 pixels 
per millimeter. Hence, the physical distances were 77.7 
mm (96 pixels) and 272.1 mm (336 pixels) respectively. 
The physical target sizes were 19.4 mm (24 pixels), 38.9 
mm (48 pixels) and 58.3 mm (72 pixels). The resulting 
indices of difficulty ranged from 1.22 bits to 3.91 bits. 
For the client we used a Nokia N95 8GB which has three 
built-in accelerometers for each of its local axes.  

The Participants of our study were located about 1.5 me-
ters away from the display. Considering public screen 
diagonals between 100 and 200 inches (common sizes in 
subway stations), our prototype gives the same dimen-
sional impression when a person is standing between 3 
and 6 meters away from such a display. 

Participants 
We recruited 12 volunteers (3 female), ranging in age 
from 22 to 31 (average: 25.1). Three participants were 
left-handed. All of the subjects use a computer (70% for 
work purposes) and rated their computer expertise as 4.5 
on a five point scale where 1 equals “no expertise” and 5 
equals “expert”. All of them own a mobile phone and 
rated their expertise with 3.58 on the same scale. In addi-
tion, all participants have previous knowledge about sen-
sor-based or optical input devices.  

RESULTS AND DISCUSSION 
Our experimental evaluation revealed new insights re-
garding performance and error rate of our interaction 
techniques. In this section, we will show our results re-
garding on selection time, error rate, subjective prefer-
ence and observations followed by a detailed discussion. 

Results 
Repeated measures analysis of variance revealed that 
there was no significant effect on selection time and error 
rate when presenting the three Techniques in different 
order. This indicates that a within-subject design was 
appropriate for our study. A subsequent 3 × 3 (Technique 

× Block) within subject analysis of variance on selection 
time found a significant main effect for Block (F2,22 = 
16.314, p < .001) and revealed the presence of a learning 
effect. Post-hoc analysis showed that Block 1 was signifi-
cantly slower than Block 2 and Block 3 (all p ≤ .003) re-
spectively. No significant speed difference has been 
found from Block 2 to Block 3. Thus, in subsequent 
analysis, Block 1 was not included and the selection time 
was aggregated for the remaining two blocks. 

Selection Time 
We measured the selection from the moment the user 
pressed the phone’s select button until the target was suc-
cessfully selected. We performed a 3 × 2 × 8 (Technique 
× Distance × Direction) within subjects analysis of vari-
ance and found significant main effects as well as interac-
tions for both Distance (F1,11 = 217.788, p < .001) and 
Direction (F3.9,43.2 = 3.877, p = .009, Greenhouse-Geisser) 
indicating that aggregation across both is not suitable. 
However, we grouped the 8 Directions into linearly (N, E, 
S and W) and diagonally (NE, SE, SW and NW) placed 
targets and aggregated repetitions for each participant. 
We performed a 3 × 2 × 4 (Technique × Distance × Di-
rection) within subjects analysis of variance for both line-
arly and diagonally placed targets and found no signifi-
cant main effects or interactions for Direction. 

We performed a 3 × 2 × 2 × 3 (Technique × Distance × 
Direction × Size) within subjects analysis of variance on 
median selection times aggregated across Blocks and Di-
rection (linearly versus diagonally). Significant main ef-
fects were found for all independent variables: Technique 
(F2,22 = 14.536, p <.001), Distance (F1,11 = 217.788, p < 
.001), Direction (F1,11 = 17.917, p = .001) and Size (F2, 22 
= 117.305, p  < .001). However, most interesting are the 
significant interaction effects of Technique × Direction 
(F2,22 = 4.632, p = .021) and Technique × Distance × Size 
(F4,44 = 6.984, p < .001). Post hoc multiple means com-
parison tests showed that the difference in selection time 
for linearly versus diagonally targets stayed significantly 
lower for Move compared to Tilt, but there’s no signifi-
cance compared to Scroll. These results are a bit unex-
pected as Move and Tilt are both capable of moving di-
agonally without any constraints. Further analysis re-
vealed that there is a significant difference between line-
arly and diagonally placed targets for Tilt (p < .001). 
Moving diagonally with Tilt is significantly slower than 
moving linearly. Further, we show that Scroll is slightly 
faster for diagonally placed targets, suggesting that tilting 
the phone around two axes is harder than around one axis. 

For all Distances and Sizes, Move is faster than the other 
two Techniques. For the short Distance (i.e., 96 pixels), 
Move is significantly faster than Tilt for small target Sizes 
(p = .022). Scroll is also faster, but does not provide a 
significant difference. However, this is a strong indication 
of the overshooting effect. It suggests that users have 
problems in moving the pointer for a short Distance by 
tilting the phone due to high sensitivity. For medium 
sized targets (i.e., 48 pixels), all Techniques performed 
similarly, whereas Move outperforms the other Tech-
niques significantly for large targets (all p < .02). With 



 

this we can show that Move performs better for short dis-
tances without showing any overshooting effects. 

For the long Distance (i.e., 336 pixels), post hoc multiple 
mean comparison tests reveal that Move is significantly 
faster than Tilt for all target Sizes (all p < .016). Together 
with the results for the short Distance, this supports our 
hypothesis H1. In addition, Move outperforms Scroll for 
target Sizes greater than 24 pixels (all p < .001). There is 
no significant difference between Move and Scroll for 
small targets. An explanation of this effect is that partici-
pants rushed to the target, but then needed some time to 
finalize the pointer’s position accurately on the target. 
This supports our hypothesis H2. The analysis shows that 
Tilt only performs significantly better than Scroll for 
large targets (p < .002). This is a further indication that 
Tilt suffers from overshooting effects for more distant 
targets when users accelerate the pointer too fast, pass the 
target and have to go back. The fact that Tilt is signifi-
cantly faster for large targets can be explained by users 
“flying” over the target but successfully selecting it. 

 

Figure 5. Median Selection Time for Technique and Distance 
aggregated across Direction with 95% confidence intervals. 

Figure 5 reveals an interesting tendency, namely that tar-
get distance is affecting the selection times of all Tech-
niques in a similar way. It also shows that for larger tar-
gets, Move is clearly faster and Tilt is slightly faster than 
Scroll, which is consistent with the statistical results. Fur-
thermore it shows that with the non-constant Move (and 
Tilt), participants had a mean selection time for target 
sizes 48 and 72 pixels of 1401 ms (and 1868 ms) com-
pared to Scroll with a mean trial time of 2023 ms. This 
results in 31% improvement for Move (8% for Tilt). The 
improvement of Move for small targets was considerably 
smaller (13% compared to Scroll) whereas Tilt was even 
slower than Scroll with a loss of 15% which can be ex-
plained with the presence of the overshooting effect. 

Error Rate 
We counted errors for each trial in terms of wrong target 
selections and aggregated them to perform a 3 × 2 × 3 
(Technique × Distance × Size) within subjects analysis of 
variance. As expected, there were significant main effects 

for Technique, Distance and Size (all p ≤ .001). We fur-
ther found a Technique × Distance × Size interaction 
(F4,44 = 3.143, p = .023). Post hoc multiple means com-
parison tests revealed that Scroll is significantly better 
than Tilt for all Distances and Sizes (all p < .03). For the 
long Distance, it was also significantly better than Move 
(all p < .02). This supports our Hypothesis H3 as Scroll is 
significantly less error prone (see Figure 6) but also sig-
nificantly slower compared to Move and Tilt. 

 

Figure 6. Mean Error Rates for Technique and Distance. 
The error bars represent 95% confidence intervals. 

No significant differences in error rate were found be-
tween Move and Tilt. However, both techniques showed 
considerably high error rates. For the long Distance, 
Move had error rates of 46% (21%) for target Sizes of 24 
pixels (48 pixels). Only for large targets the error rate of 
9% was fairly low. An explanation for the high error rate 
of smaller targets is due to slight phone movement while 
pressing and releasing the phone’s select button. Tilt 
showed nearly the same error rates for the long Distance 
and is explained by the overshooting effect when partici-
pants pressed the select button inside the target and re-
leased it when they had already left it (due to high move-
ment speed of the pointer). However, this effect mostly 
occurs for small targets, which explains the fairly low 
error rate for large ones. For the short Distance, the error 
rates for Move (23% for 24 px, 6% for 48 and 72 px) 
were smaller than the ones for Tilt (29% for 24 px, 13% 
for 48 px and 7% for 72 px) but not significantly. Consid-
ering the high selection times and noticeably high error 
rates of Tilt compared to the other Techniques for small 
targets, the overshooting effect as predicted in our selec-
tion model is of great importance. Overcoming this effect 
could lead to better results for Tilt. 

Subjective Ratings 
In post-study questionnaires, participants ranked the 
Techniques on five-point Likert scales by fatigue effects, 
comfort, operation speed and accuracy. Unsurprisingly, 
participants did not perceive any fatigue for shoulder, arm 
and wrist when using Scroll. However, the perceived fa-
tigue for fingers was higher. We argue that finger fatigue 
is strongly device-dependent as some phone models re-
quire more key pressure than others. Hence, this state-
ment is valid only for our device. 



Somewhat surprising, the general comfort did not show 
any trend towards a Technique indicating that all of them 
more or less perform in similar ways. We expected Scroll 
to outperform Move and Tilt, but considering the high 
finger fatigue and slow selection times, participants 
probably rated Scroll less convenient. However, Scroll 
was perceived as easier-to-use compared to the other 
Techniques (significant compared to Tilt). Rating Tilt as a 
hard-to-use technique can be explained by the partici-
pants’ frustration during the user study. Tilt was nearly as 
fast as Scroll, but pointer movement was unpredictable. 

Expected ratings were given for operation speed: both 
Move and Tilt were perceived much better, but only Move 
achieved a significant difference. Based on the error rates 
of Move and Tilt the subjective rating for accuracy is also 
not surprising, as Scroll received much higher scores 
(even significantly compared to Move). According to se-
lection times and error rates, the fact that Tilt was rated 
slightly better than Move is surprising. One possible ex-
planation could be that Tilt adds a “skill” component to 
the interaction, turning it into a candidate for game input. 

Observations 
During the study we observed the overshooting effect 
when using Tilt as described above. Participants con-
stantly moved the pointer too far and had to go back to 
select the target. In general, this led to higher selection 
times as well as increased error rates. For the long Dis-
tance, this mainly occurred due to high cursor movement 
(steep tilting angle). For the short Distance, participants 
were sometimes not able to slowly accelerate the pointer 
leading to the same effect. Scroll and Move did not suffer 
from this effect. Figure 7 shows the overshooting effect 
for distant targets placed diagonally. For small targets, 
there is slight overshooting for each Technique, but Tilt 
seems to be the worst. For medium sized and large tar-
gets, overshooting decreases clearly for Move and Scroll, 
but is only slightly reduced for Tilt.  

 

Figure 7. Overshooting Effect demonstrated for far, diago-
nal target placement (distance: 336 pixels, direction: NW). 

For Move and Tilt we observed various postures for the 
phone leading to different fatigue ratings. Participants not 
moving their whole arm while using Move resulted in less 
perceived fatigue. When using hand and wrist movements 
only, less wrist fatigue was experienced. We observed 
that sooner or later, participants switched to wrist move-

ment to decrease arm fatigue. Hence, the gorilla-arm-
effect can be reduced using Move by turning the wrist 
only. Accuracy was increased when participants braced 
their arm on the body. We also observed how clutching 
(i.e., moving the phone without moving the pointer) was 
done when using Move. Most of the participants were 
able to use it without any problems. However, when mov-
ing the finger too slow on top of the lens or vice versa, 
our implementation did not recognize this action leading 
to a very high cursor movement. This only affected two 
participants. We are confident that this can be solved by 
using a more intelligent optical flow analysis algorithm. 

Discussion 
Our experimental results support all of our hypotheses. 
While Move and Tilt perform better in terms of selection 
time, they both suffer from high error rates. In addition, 
participants’ subjective ratings are much better for Scroll 
regarding accuracy and overall ease. However, the ratings 
for general comfort are comparable for all Techniques. 
Given the fact that we could only test novice users, it is 
reasonable to assume that error rates might further drop 
after an extended period of usage. As stated by several 
participants, the “skill” component makes the non-
constant techniques interesting candidates for game input. 
The reason for the relatively high error rates of Tilt 
mainly is the overshooting effect. This could be compen-
sated by decreasing the maximum speed for the pointer at 
the expense of increased selection time. When using 
Move, the error rates were high due to slight phone 
movement when pressing and releasing the select button. 
One solution to this is turning off optical flow analysis 
once the button has been pressed and switching it on after 
the button has been released, which would limit the abil-
ity of dragging objects on the screen. A further solution 
could be to suspend motion analysis by skipping a single 
frame for both pressing and releasing the button. 

As expected, the score for operation speed (Move and 
Tilt) was consistently high compared to Scroll in the sub-
jective ratings. The speed of Scroll could be improved 
either by increasing the pointer’s speed or by using a bal-
listic pointer behavior (at the expense of overshooting 
effects). For fatigue effects when using Move we have 
seen an increased rating if participants only turned their 
wrist to control the pointer. Participants would not need 
to move their whole arm reducing the gorilla-arm-effect 
known from interacting with vertically mounted displays. 

CONCLUSIONS AND FUTURE WORK 
In this paper, we have presented three different interac-
tion techniques for continuously controlling a pointer on a 
remote large screen. These techniques rely on different 
CD ratio adjustments. In addition, we created a prediction 
model for selection times and comparatively evaluated 
the techniques with twelve participants to support this. 
Each technique revealed its respective strengths and 
weaknesses regarding selection time and error rates.  

As expected, Move and Tilt allow fast selection times but 
at the expense of higher error rates. The error rates, how-
ever, can be reduced by adding a “snapping” behavior. 
This also would decrease the overshooting effects ob-



 

served during the study. We also made interesting obser-
vations regarding the users’ posture and the fatigue ef-
fects involved when using the techniques. This compari-
son gives a solid base for designing distributed applica-
tions for multi-device interaction that vary in controlling 
detail and overall interaction times. We hope that this 
study informs other people’s work regarding the input 
modalities as well as large display interaction. 

In the future, we plan to use these statistically solid re-
sults as well as the more casual observations to guide the 
design of further applications for multi-device interaction. 
One interesting direction is the combination of private 
and public information spaces represented by personal 
mobile phones and public displays. By allowing remote 
control of a public screen by still keeping private infor-
mation on the mobile phone, we hope to gain new in-
sights in how to combine the high visual output and indi-
vidual input. This further raises interesting questions 
about multi-user interactions on large public screens by 
having one input control per user. 
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