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Abstract
In this paper we chart a design space for conversational in-vehicle information systems (IVIS). Our work is motivated by the proliferation of speech interfaces in our everyday life, which have already found their way into consumer electronics and will most likely become pervasive in future cars.

Our design space is based on expert interviews as well as a comprehensive literature review. We present five core dimensions – assistant, position, dialog design, system capabilities, and driver state – and show in an initial study how these dimensions affect the design of a prototypical IVIS.

Design spaces have paved the way for much of the work done in HCI including but not limited to areas such as input and pointing devices, smart phones, displays, and automotive UIs. In a similar way, we expect our design space to aid practitioners in designing future IVIS but also researchers as they explore this young area of research.
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Introduction

Speech interfaces have found their way into our everyday life. We ask our smart phones to call our friends, we talk to our laptop computer to enter search queries, and we tell our TV which movie to load from the streaming platform of our choice. Such interfaces are in most cases limited to rather simple, user-initiated requests and do not exploit the opportunities of conversations, where dialogs can take more complex forms. We see particular potential for such interfaces in cars, where it is important to minimize driver distraction which usually occurs due to the need for directing visual attention towards an in-car display. With voice, the user could simply request information such as the weather forecast, the estimated time of arrival, new messages, or upcoming appointments. Such a system could also initiate a dialog to keep drivers alert in situations where they get bored due to a monotonous drive [6].

Designing speech interfaces is difficult. Sometimes it is not easy to make a specific request in such a way that it can be easily understood by the machine. Often users may need to interrupt the current conversation due to a situation on the road that requires their attention. In this case it may be difficult to remember where the dialog was interrupted and users may require the be supported of additional visualizations. Additionally, it is not clear what effect the use of such a system has on driving performance.

To understand possible impacts on how such a conversational IVIS can be used in a safe and efficient manner, we chart a design space based on a thorough literature review and expert interviews. We envision this design space to contribute to the field of HCI (1) by fostering research in the area since it points at interesting challenges and opportunities and (2) by establishing common ground for designers of IVIS regarding important decisions in the design process.

Our work is complemented by a description of how the design space can be used to create a conversational IVIS. We report on the design and implementation of the system and present the results from an initial user study.

Related Work

When designing automotive user interfaces, standards and guidelines provide valuable input on how to structure these interfaces [17] and minimize distraction [7, 8]. At the same time, design spaces provide a foundation for ideation on new combinations of modalities and devices and thereby enable possible system improvement not through regulation, but through innovation.

A design space represents an abstraction of existing and plausible point designs which can be used to create new systems through rearrangement of components [3]. First design spaces by Buxton and Card et al. focused on the classification of input devices for HCI [2, 4] and with emerging technologies, design spaces for various upcoming fields have been presented and refined over the years. For example, Card and Mackinlay published a design space for information visualization based on first point designs [3] and Chi later improved on the taxonomy [5]. Design spaces for public displays [14], input on hand-held devices [1] and general multimodal interaction [15] have equally attracted attention in their respective communities as publications in the realm of automotive UIs, which we would like to contribute to.

Notable publications in the automotive context include Kern and Schmidt’s design space for driver-based automotive user interfaces, which describes fundamental input and output modalities, positioning and graphical representations for in-vehicle UIs [12]. Rümelin et al. present a classification of interaction areas for drivers and passengers and comment on the potential of collaboration to reduce workload [20].
Recently, Riener et al. focused on the compatibility of multiple in-car systems related to gesture input [19]. They show an interaction space which helps manufacturers define generally valid gesture sets without affecting other domains. Thus, they provide input for possible future norms on consistent gesture classification. Another novel design space, focusing on automotive windshield displays, is presented by Häuslschmid et al. [10]. They analyzed existing literature and reviewed patents to summarize what has been done already and give an outlook on future opportunities.

**Methodology**

For our work on a conversational in-vehicle information system (IVIS), we searched for mobile and automotive interfaces, speech interaction, affective and multimodal in-car UIs, and digital assistants within the repositories of digital libraries, resulting in 85 relevant publications (e.g., [9, 11, 21]). Furthermore, we examined existing smart phone and home automation assistants (Apple Siri, Google Now, Microsoft Cortana, Amazon Alexa, SoundHound Hound) regarding interaction techniques and feedback channels. Next we looked at the current landscape in speech-enabled IVIS (e.g., BMW Voice Control System) and concept studies of conversational IVIS (e.g., Nissan Pivo, Audi AIDA) and consulted design spaces from other domains for inspiration and methodological advice. We then brought our collection of items into a focus group consisting of 6 automotive interface designers of BMW who identified groupings and iterated upon the arrangement following grounded theory. Our approach consisted of clustering germane items and combining closely related topics to then discuss their placement in the design space or to dismiss them if they were found inept. The resulting 5 categories, discussed in the following section, cover most of today’s design issues of naturalistic conversational user interfaces, with a focus on automotive applications.

**Design Space**

This design space is the result of a search for expressive variables for future conversational interaction systems. It reflects the current landscape of possibilities and should be extended continuously as innovations relevant to the field emerge. The following passages describe the design space and its categories.

**Assistant**

In a conversational IVIS, users talk to a digital assistant which adds a further layer between user and machine. The assistant acts as a conversational partner which can mediate between driver and car in natural language. Its speech behavior plays a major role in how it is perceived and should be modelled intently. Like human input, assistants can vary in speech granularity and personality, and they can take different genders in their speech synthesis settings. These attributes affect the assistant’s personality, which could become a distinguishing feature for future markets.

Independent of the assistant’s personality, designers have to think about how to convey the system’s status to the user. This can be achieved through personification or abstraction, through graphics, lights and many more. Even omitting the display is an option. It could make sense to either express system states (e.g., listening, processing, talking) in the representation or to translate the assistant’s emotional state into a graphical interpretation as Microsoft did with Cortana (see Figure 2).

**Position**

Currently, IVIS are mostly displayed on screens in the central dashboard (central information display, CID) or on head-up displays (HUD) [20] and sometimes on the instrument cluster (IC) behind the steering wheel. Other positions like on the steering wheel, in the windshield or the mirrors, or on
top of the dashboard are potential locations designers can choose from. By assigning the assistant to a dedicated spot it might even be possible to establish a mental model where it is separated from the rest of the car. Figure 4 shows possible positions for a standalone assistant in the cockpit.

**Dialog Design**

The first step for a dialog is an activating action, such as establishing eye contact between humans or saying a wake-up word to your smart phone. There are many options for initiating a chat with a machine, such as push-to-talk, talk-to-talk, look-to-talk, and gesture-to-talk [16]. Variations can also occur in the choice of placement. Push-to-talk can be, for example, assigned to multiple touch sensitive areas with different domains mapped to them for quick access or it can be incorporated into an unused space, like the far left foot area in cars with automatic transmission [12]. Ultimately, with intelligent systems the initiative to start a dialog might come from the assistant itself. The system could remark on points of interests – if the situation permits – or propose a break when it senses clues for fatigue.

Next, some form of input is needed to tell the system about the users’ intentions. Speech is a natural input modality for humans, especially in modern times where computers can understand complex sentences. Although natural language might be preferred in many scenarios, it makes sense to keep the opportunity for different speech granularities, e.g., keywords, in mind. Natural language also comes in different tonalities which a system might want to pay attention to in conversations to detect the user’s intentions. Additionally, we often communicate in non-lexical sounds, or grunts, which can be used to identify driver states such as emotions or moods, and affirmation or declination [22].
Other input modalities such as gestures and gaze control can enhance the speech dialog. Be it hand movements, facial expressions, or general body movements, they can be utilized as input to select domains, to control settings, or as feedback channels for the system. For example, the 2017 BMW 7series incorporates hand gestures to switch through songs or control the volume. These modalities can be combined with speech input in conversational interfaces to create a more natural experience by, for example, confirming commands with a frugal nod or choosing which mirror to adjust by simply looking at it.

The dialog visualization is another important topic to address, especially in the automotive setting, as drivers may not be able to unrestrictedly follow the conversation at all times. Therefore we need to think about a sensible way of displaying information without it becoming too much of a distraction to the driver. In an accompanying study we explored different ways to format and visualize the dialog: a chat metaphor found in many smart phone apps, a condensed view with the text summarized in keywords, and a combination of keywords and additional icons representing the domain in focus (cf. Figure 5). We can also support the user by displaying a history, either on-demand or in some kind of simplified form like tabs or a tag cloud. Beside the visualization of the spoken input and output, graphics (e.g., a map), charts and diagrams can convey information that is hard to express solely by speech.

Driver State
Understanding and controlling the driver state is important to reduce driver distraction and mental workload, and to design an appropriate user experience [6]. Besides evaluating how different interfaces affect these aspects, the driver state can also be a separate dimension of the design space. The conversational IVIS can be adapted according to the current driver state. As outlined by Coughlin et al. (based on the Yerkes-Dodson law), the driver’s performance is ideal at an intermediate level of workload and decreases both with fatigue or inattention and active distraction or overload [6]. Thus, the goal is to keep the driver in this ideal range. When driving on an empty and tiring highway, a system-initiated dialog might help to keep the driver alert and, thus, maintain ideal driving performance.

Application of the Design Space
To showcase the potential of the presented design space, we applied it in a user study on GUI concepts for conversational IVIS. We developed several concepts based on the dimensions assistant and dialog design in order to investigate user preferences for the display of conversation contents while driving.
Apparatus
The prototype consists of an application that can process natural language input and respond through synthesized speech. For the evaluation, we created 7 distinct variants of the prototype which differed in 3 sub-dimensions of the design space, namely dialog visualization (full text, keywords, keywords & icons), assistant representation (none, abstract), and granularity of the speech output (keywords, natural language) as shown in Figure 7.

Study Design
We used a within subject design and collected subjective feedback from ten participants aged 29.2 ± 8.7 years. The group included only 1 woman and all of the subjects had a background in the automotive industry. As the primary assignment, the participants performed the Critical Tracking Task simulating a measure of workload [18]. The secondary task consisted of talking to the conversational IVIS prototype, following a predefined agenda. The visual output of the prototype was shown at the position of the CID.

Setup and Procedure
Participants experienced the different visualizations in permuted order. The conversation agenda included 4 use cases including turn-taking between the user and the assistant. For example the assistant would say that the car was running out of gas soon. The user would then ask for the location of the nearest gas station and get an answer from the system. Subsequently, the user had to ask a follow-up question, in this case how far away the gas station was, which was also answered by the system. Once the participants experienced all of the concepts, they ranked them according to personal preference.

Results
Users rated the variants with fewer text as less distracting. However, displaying text was generally desired as it simplified error detection. The dialog visualization using keywords with accompanying icons was ranked highest, followed by keywords alone, while full text display was rather disliked ($\chi^2 = 11.4, df = 2, p < .003$, see Figure 8). All participants opted for natural language speech synthesis compared to a shortened audio mode ($Z = -2.8, p = .005$). Seven out of 10 users stated they prefered an abstract representation of an assistant, after no representation at all.

Conclusion
In this paper, we propose a design space for conversational user interfaces in cars. We derived the design space from analyzing conversational UIs of modern consumer electronics devices and cars. It consists of 5 major dimensions: the design of the assistant, which constitutes the dialog partner for the user, its position, the dialog design, and the system capabilities have to be chosen with the driver's state in mind. We claim that this design space helps automotive UI designers to come up with novel conversational UI concepts in cars and opens exciting questions for research. E.g., how people talk to a graphical or physical assistant compared to an assistant without any representation.

In the future, we plan to use this design space to investigate, among other things, dialog visualizations in different driving contexts (e.g., bored or stressed drivers) building upon the initial study presented above. As natural language interfaces are an emerging field, we hope to encourage discussions in the HCI community and expect this design space to be heavily used and extended as new technologies emerge.
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