Figure 1: We present two tools for stereoscopic 3D (S3D) user interface prototyping: The FrameBox (left) is made of laser-cut acryl and allows for inserting UI elements painted on transparency films into several slots (x and z position). Paper clips can be used to adjust the y position. The MirrorBox (right) uses semi-transparent mirrors to reflect UI elements painted on transparency films. An iPad is used as a backlight.

ABSTRACT
In this paper, we identify design guidelines for stereoscopic 3D (S3D) user interfaces (UIs) and present the MirrorBox and the FrameBox, two UI prototyping tools for S3D displays. As auto-stereoscopy becomes available for the mass market we believe the design of S3D UIs for devices, for example, mobile phones, public displays, or car dashboards, will rapidly gain importance. A benefit of such UIs is that they can group and structure information in a way that makes them easily perceivable for the user. For example, important information can be shown in front of less important information. This paper identifies core requirements for designing S3D UIs and derives concrete guidelines. The requirements also serve as a basis for two depth layout tools we built with the aim to overcome limitations of traditional prototyping when sketching S3D UIs. We evaluated the tools with usability experts and compared them to traditional paper prototyping.
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INTRODUCTION
3D displays are nowadays widely available for entertainment in cinemas or home environments. While the need for glasses is likely to be a major hindrance for their uptake, we believe that the advent of auto-stereoscopy leads in the near future to 3D displays becoming ubiquitous, for example in mobile phones, public displays, and cars. This provides novel means for designing user interfaces and exploiting the third dimension, including the opportunity to present information on different depth layers. Prior work shows that depth combined with other salient cues (e.g., color, motion) can improve the performance of visual search tasks [1, 8]. For instance, frequently used applications on mobile phones could be grouped together, using depth as an indicator for the most recently launched application. In security-critical environments, like the automobile, where users need to be able to quickly and accurately perceive information, a comprehensive visual structure can help to immediately identify important information.

To build such interfaces, there is an increasing need to provide basic design guidelines to sketch and arrange graphical user interface (GUI) elements. Building such S3D interfaces is in many ways challenging. For example, designers need to cater to the fact that elements cannot equally be perceived in different locations in 3D space and that a minimum distance needs to be maintained between elements so that users can easily distinguish which element is shown further to the front [4]. Hence, this paper puts a strong emphasis on understanding how the user can be supported in prototyping successful and usable S3D interfaces.
To do so, we identify requirements for layering information in 3D space. We study related literature and complement our findings by conducting a laboratory study which investigates object arrangement on different depth layers. We found that (a) positioning information on more than six layers significantly decreases user performance for depth-related search tasks; (b) that grouping objects can reduce error rates and task completion times for depth-related search tasks; and (c) that maximizing the distance between layers improves user performance when distinguishing information on different depth layers. These findings, together with the results from related work, serve as a holistic foundation to understand the requirements of layered S3D UIs.

At the same time, tools are needed that provide means to arrange items in 3D space. Within the field of user-centered design, low-fidelity prototyping is a powerful means to quickly and easily prototype new interfaces. Well-established techniques such as paper prototyping, however, cannot easily be adopted for S3D UIs as they do not support the positioning of UI objects in 3D space. As a solution we report on the design and development of two depth layout tools for prototyping S3D UIs. The design of the MirrorBox and the FrameBox (Figure 1) was informed by many of the requirements identified in the first part of our work.

We evaluate the prototypes and the generated guidelines in the context of two concrete use cases – S3D mobile phones and S3D dashboards in cars. Feedback from expert users suggests that the proposed prototyping tools are superior to ordinary paper prototyping as they encourage observation of the collected guidelines, support collaboration, and increase creativity as well as the perceived fidelity.

The contribution of this paper is threefold:

• First, we describe requirements for the design of layered S3D UIs, based on a literature review and a lab study.

• Second, we report on the design and development of the prototyping tools FrameBox and MirrorBox.

• Third, we present findings from an evaluation of the prototypes and guidelines by means of two expert focus groups.

**RELATED WORK**

In this work, we focus on interfaces for S3D displays. In general, the term 3D user interface is related to spatial input [3] and less to the graphical output of the UI. Therefore, we use the term S3D user interface to emphasize our research interest concerning the depth layout of the UI’s visual output. We revisit related work from other application areas on 3D displays and provide an overview of prototyping tools.

**S3D User Interfaces**

3D displays are becoming increasingly popular as traditional 2D displays are being replaced by their 3D counterparts. They are deployed in a variety of contexts (e.g., mobile phones or laptops). Prior work explored the benefits of S3D displays. A detailed review of the performance benefits of S3D is presented by McIntire et al. in [15]. In the field of mobile phones, S3D displays increase UX [6, 26]. Broy et al. propose a concept for enhancing menu structures of a car infotainment system with S3D [5]. They show that the S3D presentation is more compelling and comprehensive than the 2D version. Prior work also shows how to use the third dimension for information visualization. In particular, it is used for medical applications [28], CAD tools [16], gaming [14, 21], as well as for navigation in virtual environments [3].

**Prototyping**

Prototyping constitutes an important step in the user-centered design process of graphical user interfaces to build usable systems. It is applicable in different stages of the design process, ranging from early sketching on paper (low fidelity) to an almost implemented product (high fidelity) [20].

Prototypes, particularly in the early stage of designing UIs, are an important way to communicate and discuss ideas and requirements [2]. For this purpose, paper prototyping is often used as one of the most popular techniques. Snyder defines paper prototyping as a method of brainstorming, designing, creating, testing, and communicating user interfaces [24]. Due to the convenience of this approach, people at all stages of the development process and with diverse backgrounds can participate in the process, including designers, usability engineers, programmers, and end users.

As a system matures, increasing fidelity helps to improve the validity of evaluation through preliminary user studies [13]. Software toolkits have been developed for diverse application domains, including ubiquitous computing environments [13], location-aware applications [12], or mobile projectors [30]. In addition, hardware toolkits [11, 22] have been developed to rapidly prototype interactive devices and tangible UIs.

**Discussion**

The variety of application areas for S3D UIs shows the potential regarding tools for prototyping 3D depth layouts. Engaging interfaces that extend beyond straightforward user perception activities can particularly benefit from these tools. In particular, we see large potential in considering core challenges in S3D UI design and addressing them via tools that guides users during the design process. In the following, we present a requirements analysis before reporting on the development and evaluation of the tools proposed in this work.

**LAYERED 3D - EXPLORING REQUIREMENTS**

At the outset of our work, we aimed to understand fundamental challenges that affect the design of feasible S3D UIs. Previous work uncovered a number of aspects related to content design that strongly influence the quality of S3D UIs. In the following, we collect guidelines from previous work to facilitate design decisions for high quality layered S3D UIs.

**Comfort Zone:** Prior work found that excessive parallaxes reduce the viewing comfort due to accommodation and vergence mismatches [10]. Hence, a comfort zone needs to be determined in which it is easily possible for the user to perceive information. As a rule of thumb, Lambooij et al. recommend limits for retinal disparities of 1° with respect to Panum’s fusion area [10]. However, there are studies that reveal more conservative values (e.g., [31]).
We investigated the following hypotheses:

H1: Smaller numbers of depth layers increase user performance in identifying grouped objects via depth.

H2: Grouping objects additionally via x and y axes reduce error rates and task completion times for a depth-related search task.

H3: By increasing the distance between depth layers, user performance also increases.

**Apparatus**

For presenting information layers with different depth positions, we employ the 3D display of a notebook equipped with NVIDIA 3D Vision 2 shutter technology. We use a resolution of 1280x480 on a diagonal of 10.5”. As a depth range we use parallaxes up to 40 pixels and as a minimum distance between two depth layers we use 4 pixels, as has been suggested by prior work [4]. According to Mahoney et al., information presentation should focus on the area behind the screen [14, 19]. Hence, we do not consider negative parallaxes in our study. Figure 3 visualizes the examined positions for the depth layers. The values are calculated with respect to our setup (pixel pitch = 0.196; viewing distance = 750 mm).

As we foresee text and icons to be important parts in informative UIs, we use binocular disparity as depth cue to structure information. In contrast to monocular cues (relative size, shadows, lighting, occlusion), binocular disparity neither changes the size of object (which is important for readability) nor does it make parts of the scene invisible.

**Tasks**

The participants had to solve two tasks during the experiment. First, we use a depth-related search task to gather insight into user performance when deciding on depth relationships between objects presented with the 3D display. We presented one object labeled with a number on each depth layer and, in addition, a reference object on one of the depth layers, showing a red square (Figure 3). The task for the participant was then to find the object placed on the same depth layer as the reference object (we refer to this also as the target object). All objects were squares with a height and width of 90 pixels. Note, that due to the lack of monocular depth cues it is not possible to identify the target object in Figure 3–top. For the purpose of simplicity, we rendered the scene in a 3D perspective (Figure 3–bottom).

Second, a distractor task prompted the participant to switch their visual focus to a large distractor display placed behind the 3D display. We applied the additional distractor task to increase the difficulty of the depth-related search task and to satisfy requirements for real world applications that involve
accommodation switches commonly occurring in pervasive display environments (e.g., automotive or mobile applications). The distractor task required the participant to focus and read a word depicted on the distractor display aloud. The words are composed of two or more simple, unrelated nouns (e.g., daybreakhazard) that force the participant to focus cognitively and visually on the distractor display.

Study Design
The study was designed as a repeated measures experiment. We altered three independent variables:

**Depth Layers:** We expected that the number of depth layers impacts user performance. Since one object is shown on each layer, we assumed that higher numbers of depth layers decrease user performance. Therefore, we tested the impact of 4, 6, and 8 layers.

**XY-Distance:** Based on the law of proximity, we expected effects on user performance for varying x- and y-distances between the target and reference object. We investigated small (5-15% of the screen’s diagonal), medium (35% - 45%), and large distances (65% - 75%) for this study.

**Z-Distance:** The distance between two layers can be maximal (the layers are linearly distributed within the depth budget) or minimal (the layers are distributed 4 pixels next to each other starting with the screen layer). We thought that the z distance impacts the user performance.

Beside these independent variables, the depth position of target and reference objects can have a potential influence on user performance. Hence, we tested every possible layer position for target and reference square over all conditions. This resulted in $(4^3 + 6^3 + 8^3) = 108$ depth judgment tasks that every user has to solve. We grouped the conditions by blocks of depth layers. To avoid sequence effects we counterbalanced the presentation of these blocks. The order of the xy- and z-distance conditions was randomized for each block. We measured task completion times (TCT) and recognition rates (RR) for the depth judgment task. Beside these objective measurements, the users rated the perceived difficulty of the task.

Recruiting, Setup, and Procedure
For the conducted study we recruited 30 participants through mailing lists. As participants arrived they were briefed on the study purpose and procedure. Prior to the study, we tested visual acuity with a Snellen test and stereo vision with Random Dot Stereograms (RDSs) [9]. Participants passing both vision tests qualified for the study. They proceeded by completing a demographic questionnaire. Afterwards, the participants were seated 75 cm in front of the shutter display and 200 cm in front of the distractor display, respectively. We used a chin rest to ensure the same viewing distances across conditions and participants. After a training session (12 tasks), the participant started with the first task of the respective depth layer block by pressing the space key on the provided keyboard. After the participants detected the target object, they pressed the space key and read aloud the number shown on the target object. The difference between these button press events was measured as TCT. Next, the participant performed the distraction task. This procedure was repeated for all three blocks. After each block, the participants completed the questionnaire evaluating the difficulty of the task.

**Results**
In total, 30 participants (6 female, 24 male) aged between 20 and 53 ($M = 29.0, SD = 6.9$) took part in this study. All participants have normal or corrected to normal visual acuity and passed the stereo vision test.

**Task Completion Time**
Figure 4 shows mean and standard errors of TCT for depth layers, xy-distances, and z-distances. We used a three-way analysis of variance (ANOVA) with repeated measures to investigate statistical differences. There are statistically significant differences for TCT concerning the number of depth layers, $F(2, 58) = 13.877, p < .001, r = .548$, the xy-distance between target and reference object, $F(2, 58) = 59.926, p < .001, r = .814$, and z distance between depth layers, $F(1, 29) = 4.361, p = .046, r = .317$. We used pairwise t-tests with Bonferroni corrections for post-hoc analyses. For the number of depth layers the t-tests reveal statistically significant effects between 4 and 8, $T(29) = -5.564, p \leq .001,$

![Figure 3: The search task in front view (top) and perspective 3D (bottom). In this example, the numbered squares occupy six layers while the reference object is located at the same depth layer as object 1.](image)

![Figure 4: TCT mean values and standard errors as error bars for (a) depth layers, (b) xy-distance, and (c) z-distance. An ANOVA shows significant main effects for depth layers, xy-distances, and z-distance.](image)
as well as 6 and 8 layers, $T(29) = -4.242$, $p \leq .001$. The comparison of 4 with 6 layers is not statistically significant, $T(29) = -1.047$, $p = .911$. Concerning the xy distances, the pairwise $t$-tests reveal significant differences between all distances, all $p \leq .001$. The results show that the TCT depends on the number of depth layers, xy-distance, and z-distance between the depth layers.

**Recognition Rate**

Figure 5 depicts mean and standard errors of the recognition rate (RR) for depth layers, xy-distances, and z-distances. Analyzing the RR, a repeated measures ANOVA shows statistically significant differences for the number of depth layers, $F(2, 58) = 20.486$, $p < .001$, $r = .628$, xy-distance, $F(1.687, 48.913) = 49.033$, $p < .001$, $r = .785$, and z-distance, $F(1, 29) = 30.230$, $p < .001$, $r = .702$. Mauchly’s test shows that the assumption of sphericity is violated for xy-distance, $X^2(2) = 7.859$, $p = .02$, and, therefore, the degrees of freedom are corrected using Huynh-Feldt estimation of sphericity. In accordance to the results of TCT, pairwise $t$-tests with Bonferroni corrections show statistically significant differences for comparing 4 with 8, $T(29) = 6.475$, $p \leq .001$, and 6 with 8 depth layers, $T(29) = 4.090$, $p \leq .001$. Again, 4 versus 6 depth layers reveals no statistical significance, $T(29) = 2.263$, $p = .094$. Moreover, all pairwise comparisons of xy-distances are statistically significant, $p < .001$. Thus, the number of depth layers, the xy-distance, and the z-distance influence the RR.

**Subjective Ratings**

The participants rated the perceived difficulty of the depth-related search task after each depth layer block. The difficulty scale ranges from 1 (very easy) to 7 (very difficult). Mean values and standard deviations for the ratings after each depth layer block are listed in Table 1.

A Friedman test reveals statistically significant differences for the subjectively rated difficulty regarding the variation of depth layers, $X^2(2) = 13.640$, $p = .001$. Pairwise comparisons using Wilcoxon tests show significances between 4 and 6 layers ($p = .039$) as well as between 4 and 8 layers ($p = .006$). In general, participants state that it is easier to solve the task if the target and reference pair is placed at the foremost or backmost depth layer. Furthermore, the task is perceived as easier if no objects are located between the target and reference layer in terms of the object’s x- and y-position on the screen.

**Implications**

The described study investigates the influence of the number of depth layers, their differences in depth as well as the influence of xy-distances for grouping and structuring information on depth layers. The results let us derive several implications facilitating design decisions for developing S3D UIs.

**Information Layers**

Our results show that an increasing number of depth layers decreases user performance in terms of TCT and RR. Moreover, the subjective ratings concerning the task difficulty support the findings. Therefore, we can accept hypothesis H1.

An explanation for this finding is provided by the Hick-Hyman law [7] (increasing the number of choices will increase the decision time) as well as the feature integration theory of Treisman [27] (combining features leads to a serial search meaning increasing distractor objects increase search time). However, Nakayama and Silverman found that the conjunction of two salient features with one being stereoscopic depth remains a parallel search [18]. The results of Nakayama and Silverman are based on two depth layers, meaning that each of the two layers allows for parallel search.

Our study shows that the decrease in performance is not statistically significant between 4 and 6 depth layers, although we observed a minimal performance decline. Hence, we assume that six information layers are still suitable for distributing information in 3D space, while 8 layers decrease user performance significantly. Based on these results, we recommend a maximum number of 6 information layers for designing a S3D layered UI.

**Proximity in the Third Dimension**

As our findings suggest, the xy-distance between objects plays a major role for grouping information via depth. As user performance significantly decreases for increasing xy-distance between target and reference object, we accept H2.

Therefore, we recommend using the entire depth budget behind the screen layer for information structuring. Besides a proper depth layer position of user interface elements, x- and y-locations have to be considered carefully. In general, the Gestalt psychology provides laws for grouping elements through specific characteristics. The law of proximity explains the performance reduction for increasing xy-distances and proves valid for the examined depth layers.

Moreover, we found that the law of proximity is also valid for the z-dimension. Maximizing the distance between depth layers within the comfort zone improves user performance. Hence, our study also confirms hypothesis H3. Nevertheless, this effect is absent for small x- and y-distances between grouped objects.
Discussion and Limitations
In this study, we explore performance in the entire 3D space. We deliberately opted to address various application areas and maximize internal validity. Thus, we created a rather abstract task (i.e., selecting objects on the same screen level), used abstract content, and kept object parameters (e.g., color, size, and position) constant. We acknowledge that applying our findings to specific areas with different TCTs, like automotive UIs, would need further investigation in the future and is outside the scope of this study.

As our results show, the chosen task constitutes a complex visual search task that requires TCTs longer than 2 seconds. In fact, there are many real world applications to which this artificial task is not directly applicable. For example, the automotive domain requires tasks that are interruptible and do not need immediate responses for infotainment-related applications. However, this abstract task allowed for precise measurements and gave us insights into the effect of spatial structuring along the z dimension.

Prior work found that perception of information works best behind the screen level. Hence, we decided to focus our study on this area of the screen. This is a limitation of the study and findings may not generalize to the area in front of the screen.

DEPTH LAYOUT TOOLS FOR PROTOTYPING S3D UIs
In the previous section we explored the core requirements for designing and prototyping S3D UIs. With the tools presented in this section, we aim to provide a means for designers to adhere to these requirements.

The third dimension makes it particularly challenging to use existing, state-of-the-art, prototyping techniques for 2D user interfaces. As has been stressed earlier, paper prototyping has been shown to be highly useful in early stages of the development process [2] but is clearly limited when trying to arrange UI elements in 3D space. Hence, we built tools that can overcome the flat nature of paper for prototyping S3D layered UIs.

The core idea is to augment paper prototyping in a way that maximizes the artistic freedom of the designer while providing implicit guidance towards usable products. In the following, we summarize the requirements and determine physical dimensions for tools that can support low-fidelity prototyping in 3D space.

Viewing Distance and Depth Budget First of all, designers need to identify the distance between the viewer and the screen on which the UI is being presented. Usually this distance is defined by the context in which the UI is to be used. For example, in cars the usual distance between driver and dashboard is 75 cm. The viewing distance then determines the depth budget in which UI elements should be positioned to provide a comfortable viewing experience. Prior work showed this range to be 17.9 arc min to the front and 35.9 arc min to the back of the screen level [4].

Target Interface Dimensions The second requirement is the envisioned size of the target interface (width and height), for example a public display, a mobile phone, or a dashboard. Together with the viewing distance and depth budget it then allows for calculating width, height, and depth.

Number and Position of Depth Layers The depth layer positions and their number depend (a) on the distance of the viewer from the screen, which determines the available space (comfort zone) in z-direction and (b) of the minimum depth distance (3.6 arc min, see previous section).

Catering to these requirements allowed us to build prototyping tools that support the user in creating UIs, that (1) minimize the visual discomfort S3D can potentially cause and (2) allow different depth layers to be quickly and accurately distinguished. In this section, we describe two novel prototyping tools – the FrameBox and the MirrorBox. Both tools were designed to be used for arbitrary S3D UI design tasks and to map the specified requirements in the best possible manner.

FrameBox
The core idea behind the FrameBox is to allow users to work with a large variety of materials, including paper, films, and 3D mockups created with a laser printer, and to spatially position the different elements. Hence, we designed a cubic box made of acrylic glass with a number of slots that represent the different depth layers and allow for positioning UI elements on the z-axis in discrete steps. Within each slot, UI elements can be easily moved in the x-direction. Positioning on the y-axis can be achieved by means of paper-clips. In accordance to the specified requirements, we built a series of FrameBoxes for different application areas. One FrameBox was aimed for the design of automotive UIs and two for the design of mobile phones UIs (one for landscape and one for portrait mode).

The automotive FrameBox is based on the dimensions of a conventional freely programmable instrument cluster (12.3”) and a typical viewing distance of 750 mm. The viewing distance allows for positioning UI elements 44 mm to the front of the screen and 107 mm to the back of the screen to maintain the comfort zone. This results in the following dimensions of the FrameBox for an instrument cluster application: 293 x 110 x 151 mm (WxHxD).

For the mobile FrameBox we chose the size of the Samsung Galaxy S4 (5”) and a typical viewing distance of 350 mm. These values result in a comfort zone of up to 21 mm to the front and 50 mm to the back of the screen. Hence, the dimensions of the FrameBoxes are 111 x 62 x 71 mm.

All FrameBoxes were built using a laser cutter. The laser cutter templates are available for public use from our website. As material we used transparent acrylic glass. A red line references the screen layer and makes positioning in front of or behind the screen easy for the designers (Figure 6).

MirrorBox
As a second prototyping tool, we designed the MirrorBox. We use a number of semi-transparent mirrors in the front and a surface-coated mirror in the back to allow users to see the mirrored image of a UI element projected from below (Figure 7). The mirrors are aligned one after another on top of a light source. Transparency films can be used to design UI elements, which are then sliced between the mirrors and the light source to make them visible to the user inside the MirrorBox.

Templates: http://www.technology.org/p/3Dprototyping
Figure 6: Frame Boxes for automotive and mobile phone applications (portrait and landscape).

Figure 7: The MirrorBox with an iPad as a lighting source.

Figure 8: Principle of the Mirror Box: Mirror arrangements with reflectivity R1, R2, R3.

We constructed a multi-purpose MirrorBox consisting of 3 mirrors with a size of 125 x 78 mm. The mirrors are arranged behind one another and are horizontally tilted by 45 degrees. In this way, the mirrors generate three virtual layers by reflecting UI elements from below. We use a tablet as a lighting source. The mirrors have different reflectivity to provide the viewer with a similar brightness for all three virtual layers. The rear mirror reflects almost 100%, the mirror in the middle has a reflectivity of 50% and the foremost mirror has 30% reflectivity. This results in a total reflectivity of between 30% and 35% for each virtual layer (Figure 8). Since the mirrors are tilted by 45 degrees, the virtual images have a height of 55 mm. The distance between the layers is 55 mm. The outer dimensions of the MirrorBox are 125 x 55 x 165 mm.

EVALUATION
To evaluate the potential of our depth layout tools, we conducted two hands-on workshop sessions with experts in two fields, namely, automotive UIs and mobile phone UIs. We compared our approaches with paper prototyping, which is commonly used in early stages of development [2].

Procedure
As participants arrived, we first gave them a brief introduction on S3D UI design. We particularly focused on the guidelines explained earlier. The introduction took 10 minutes and slides were given to the participants as printouts for later reference. Then, the tasks for the hands-on phases were explained. We instructed the participants with a horizontal and a vertical prototyping task, depending on the workshop topic.

In the subsequent hands-on phase, participants were separated into two groups and asked to work on the tasks by means of three prototyping techniques. First, both teams used paper prototyping. As material we provided paper and post-its in different sizes and colors as well as colored pens. They were told that they had 15 minutes to work on the tasks and then had to present their ideas within no more than 3 minutes to the other group. After the presentation, one group was assigned the FrameBox and one group was assigned the MirrorBox and again given 15 minutes to work on the tasks. To each group, we also showed a brief concept video of the respective tool. We told them that they can reuse and integrate their ideas and the ones of the other group. In addition to the paper prototyping material, we also provided them pieces of transparency films in different sizes and pens to write/draw on the film. After another 3 minute presentation, groups were asked to switch the depth layout tools and watch the other concept video. After 15 minutes we concluded the hands-on phase with another brief presentation. In total, each group created three prototypes, one with each prototyping tool (Figure 9).

Following the hands-on phases, participants were provided with a questionnaire that assessed their design skills, asked them to rank the tools, and to provide qualitative feedback. After that we entered a 30 minutes discussion phase led by two researchers. During the discussion phase, participants were asked to comment on strengths and weaknesses of the techniques, particular questions that came up during the hands-on phase, and observations made by the researchers.

Workshops
Design of S3D UIs is rapidly gaining importance in a lot of different areas. In two workshop sessions, we focused on automotive UIs and mobile phone UIs. The main reason for choosing these areas is that we envision 3D displays being commonly used in these contexts in the near future.

Automotive UIs are characterized by the fact that they draw the attention of the driver and, hence, direct the driver’s sight off the road which must be critically minimized. This workshop session ran with nine members of the HCI department of BMW, grouped into two teams of four and five participants, respectively. All were experts in creating 2D UIs but nobody had designed a UI for a 3D display before. We refer to these participants as P1–P9 in the results section. The horizontal task for this session was to design a 3D dashboard for a car. In addition they were asked to integrate a conceptual navigation system within the dashboard that would provide guidance between two cities (vertical part).

2The concept videos are available from the ACM Digital Library and from http://www.hcilab.org/p/3Dprototyping.
Mobile phones are ubiquitously used and the number of apps available is constantly growing. Many apps are used on the go and, thus, an easy to understand and use interface is important. This workshop session ran with six under- and post-graduates with backgrounds in either computer science or design, grouped in two teams with three participants each. All are experienced in developing applications for mobile devices. We refer to these participants as P10–P15 in the results section. The horizontal part of this session was to design the main screen of a mobile phone. For the vertical part, they had to design a widget that can be placed on the main screen.

Results
We collected results from the questionnaire and the discussion to get insights into how our concepts performed for creating low fidelity 3D prototypes. In addition, we report on observations made during the workshops.

A ranking of the three prototyping techniques shows that most participants favored the FrameBox (11 participants), followed by the MirrorBox (5) and paper prototyping (5). Further findings are grouped around four dimensions that we consider to be particularly important for prototyping tools, namely, expressiveness, usability, effort, and creativity. In the questionnaire, participants ranked the three prototyping techniques from one (best) to three (worst) to address these dimensions.

Expressiveness
Prototypes are often used to obtain early insights into concepts and, thus, the prototype needs to provide means for expressing and communicating the main idea. We explicitly asked participants whether they considered the prototype to have a high expressiveness. Answers show that participants attributed the highest expressiveness to the FrameBox (Mdn = 1), followed by MirrorBox (Mdn = 2), and paper prototyping (Mdn = 3). We performed a Friedman analysis of variance (ANOVA) that shows statistically significant differences between the three tools, $\chi^2(2) = 14.000, p = .001$. As follow up tests, we used three Wilcoxon tests for pairwise comparison with a Bonferroni correction applied. The Wilcoxon tests show statistically significant differences for FrameBox and paper prototyping, $Z = -3.226, p = .001$, as well as for MirrorBox and paper prototyping, $Z = -2.586, p = .010$. The differences between MirrorBox and FrameBox is not statistically significant, $Z = -1.355, p = .175$.

The discussions reflect these findings and provide further insights. Participants stated that “ideas are hard to communicate” (P4) using paper prototypes alone. Due to the two dimensional nature of paper “3D space is difficult to imagine” (P15), and it is “not sufficient for presenting the use of the z axis” (P5, P8, P9, P10, P13, P15). In contrast, FrameBox as well as MirrorBox represent the depth layers unambiguously and clarify depth positions. Participants feel the capabilities of the MirrorBox to be limited by just providing three layers, whereas “FrameBox offers a greater scope” (P7).

Usability
Prototyping in user-centered design is often done with users that are not prototyping experts. Thus, it is important that the tools are easy to use. We asked all participants whether they agree that the tools are easy to use. They rated paper prototyping best (Mdn = 1) followed by FrameBox (Mdn = 2) and MirrorBox (Mdn = 3). We performed a Friedman test (ANOVA) that shows statistically significant differences between the tools, $\chi^2(2) = 9.170, p = .010$. Using Bonferroni corrected Wilcoxon tests to follow up on this finding reveal statistically significant differences between the MirrorBox and FrameBox, $Z = -2.441, p = .015$, and between MirrorBox and paper prototyping, $Z = -2.565, p = .010$.

Participants believe the main reason for this to be that paper prototyping “is a well-known approach” (P10). Similarly, participants considered positioning elements on the layers to be very easy for the FrameBox (P2, P3, P8, P15). Creating depth layers as well as modifying their x, y, and z direction is perceived to be quick and easy. In contrast, positioning layers using MirrorBox is considered to be tricky since overlapping snippets impede each other. In addition, correctly positioning the transparency films (mirror-inverted) is considered to be confusing by some participants. Switching the depth position of layers is perceived as fast and easy.

Effort
Prototyping is particularly beneficial in iterative design processes. Hence, refined versions are frequently tested which suggests that the effort to create a prototype should be minimal. When asked how they rate the effort to create a prototype with each tool, participants rate paper prototype best (Mdn = 1), followed by the FrameBox (Mdn = 2) and the MirrorBox (Mdn = 2). The Friedman ANOVA shows no statistically significant differences, $\chi^2(2) = 2.393, p = .302$. 

Figure 9: Prototyping Workshop – After the two groups of participants received a brief introduction to S3D prototyping, they had to paper-prototype a 3D dashboard (1). After that groups used the MirrorBox (2) and the FrameBox (3) to refine their prototypes. After each session, groups presented their results (4) before filling in a questionnaire (5) and engaging into a discussion.
In the discussion, participants argued that paper prototyping is “good for first sketches and considerations” since it allows users to “generate and check out ideas quickly” (P9, P10, P14). Paper prototyping is considered to be effortless which “makes it easy to reject first sketches” (P10). The FrameBox supports less effortful design of realistic 3D impressions, whereas the MirrorBox is rated as more complex and sometimes even annoying, since the layers inside the small box are difficult to perceive without being positioned directly in front of it. Participants also felt that this makes collaboration among team members more difficult. This matches with our observations that the prototypes sparked quite a different amount of collaboration and discussion. With the MirrorBox, one member of the design team usually takes the task to position elements while the others draw the elements. For the FrameBox all participants design elements and position them themselves.

Creativity
Prototyping sessions are often performed in stages where design decisions are not made yet. Thus, the tool should not hamper the creativity of the user. Asked if the tools fully support the user’s creativity, all three tools are rated equally good (Md:n = 2). A Friedman ANOVA shows, no statistically significant differences, $\chi^2(2) = 1.019, p = .601$.

The discussion showed that “paper prototyping fosters the flow of creativity due to starting from scratch on white paper” (P3, P12) and “offers the highest degree of freedom” (P13). Prototyping with paper and using the FrameBox fosters communication and collaboration. Participants feel inspired by the visual effect from the backlight and the mirrored layers of the MirrorBox. However, the mirror box somewhat “restricts the design space” (P4, P5, P8, P11, P12).

DISCUSSION
This paper provides (a) basic guidelines for designing user interfaces for 3D displays, that were gathered through a literature review and complemented by a laboratory study, and (b) prototyping tools supporting the design process for S3D UIs. We used the guidelines for the design of the presented tools and for instructing the participants during the workshops.

In the workshops, we were able to observe that the participants make use of the presented guidelines to fulfill their tasks. While the MirrorBox restricts the depth layout to only three depth layers, the FrameBox provides participants much more artistic freedom. Nevertheless, the participants stick to the guideline by using no more than six depth layers while prototyping with the FrameBox. Hence, this guideline can easily be followed by the users even if the tool does not explicitly implement this rule. For paper prototyping, we noticed that the participants have difficulties in observing the comfort zone as well as the minimal recommended distance between depth layers. Consequently, it is beneficial to integrate these guidelines in the tool in a way such that the designers can take the available depth relations into account. Furthermore, the participants propose an iterative process which involves a first concept draft based on paper prototyping and a later refinement using the FrameBox.

The conducted workshops show that our tools complement the strengths of paper prototyping – particularly low effort and support for creativity – with high usability and means for expressiveness. Our workshop participants try to cope with the fact that paper prototyping makes it difficult to position elements in 3D space. This comes at the cost of increased effort. For example, participants spend a considerable amount of time during the paper prototyping session making post-its ‘stand’ behind each other to reflect several layers or try to build 3D objects using paper. In contrast, the positioning of elements in 3D space is supported by MirrorBox and FrameBox. The use of our tools allows participants to concentrate on ideas, exploring the positioning of objects, adjusting fonts, and object size. The participants like to use paper prototyping in combination with the FrameBox as it has a low barrier for participation in the prototyping process but supports the spatial arrangement and the integration of 3D objects well. In contrast, the MirrorBox narrows the depth layout to three layers and does not allow the integration of 3D objects.

Furthermore, we have seen in the workshops that the prototyping tools help to effectively communicate design decisions within the team and to outside observers. The participants report that it is easier to understand the idea of the other group as they presented their results with the MirrorBox or FrameBox in contrast to seeing the results just as a paper prototype. This finding is supported by the results of the questionnaires regarding the expressiveness of the approaches. A low barrier for participation and the expressiveness is especially important for the UI development process as it often involves developers with different backgrounds.

Participants also express a clear interest in increasing the fidelity of the MirrorBox. While in our case, the iPad is only used as backlight, they suggest using an external monitor or tabletop surface that would allow users to sketch UI elements and display them immediately on the iPad.

Finally, we see potential in augmenting our tools with 3D elements, for example, from a 3D printer. In the automotive workshop we observed participants that exploit ways of modeling 3D objects. One group used the upper back part of the sticky notes to attach interface elements to paper. Another group used transparent scotch tape to create objects like mountains or buildings for the navigation system.

CONCLUSION
In this paper, we identify guidelines for creating UIs for 3D displays. Furthermore, we present MirrorBox and FrameBox, two display layout tools for prototyping S3D UIs. First, we provide an in-depth assessment of the requirements for building such user interfaces. Second, we report on how we designed the tools and evaluated them by means of two workshops with usability engineers. Third, we provide detailed information on how to adopt our idea to arbitrary UIs. Files to rebuild the tools are available from our website. In our evaluation, we show that our prototyping tools are, according to many aspects, superior to paper prototyping when it comes to designing for 3D displays as they increase creativity, usability, and expressiveness. For future work, we aim to apply the approach to high-fidelity prototyping.
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