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Figure 1: We present TangibleSphere – a setup that allows physical, interactive displays (in our case a spherical display with a
diameter of 60 cm) to be simulated inexpensively in VR. We preserve the advantages of such displays’ physical counterparts
by enabling tangible interaction, such as free rotation in all directions. Comparing TangibleSphere to a purely virtual display,
we found that allowing true physical rotation significantly improves accuracy and reduces task completion time.

ABSTRACT
Tangible interaction is generally assumed to provide benefits com-
pared to other interaction styles due to its physicality. We demon-
strate how this physicality can be brought to VR by means of Tan-
gibleSphere – a tracked, low-cost physical object that can (a) be
rotated freely and (b) is overlaid with a virtual display. We present
two studies, investigating performance in terms of efficiency and
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usability: the first study (N=16) compares TangibleSphere to a phys-
ical spherical display regarding accuracy and task completion time.
We found comparable results for both types of displays. The sec-
ond study (N=32) investigates the influence of physical rotation in
more depth. We compare a pure VR condition to TangibleSphere
in two conditions: one that allows actual physical rotation of the
object and one that does not. Our findings show that physical ro-
tation significantly improves accuracy and task completion time.
These insights are valuable for researchers designing interaction
techniques and interactive visualizations for spherical displays and
for VR researchers aiming to incorporate physical touch into the
experiences they design.

CCS CONCEPTS
• Human-centered computing→ Virtual reality.
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1 INTRODUCTION
Interactive content has moved beyond flat displays to curved and 3D
interfaces, for example, in the form of 360° videos and immersive 3D
visualization [31]. Traditional input devices, such as keyboard and
mouse, were not designed for interacting with non-planar content
and common multi-touch input is not always suitable for curved
and continuous surfaces. This asks for new, usable, and effective
input techniques for non-planar surfaces. Yet, investigating such
techniques is often challenging, as they require specialized and
often expensive hardware.

We see significant potential in virtual reality (VR), as it allows
technologies that are prohibitively expensive or infeasible in the real
world to be (re-)created and investigated virtually. VR also provides
greater flexibility for evaluation, e.g., when exploring different
display configurations and sizes. While redesigning interaction
techniques for modalities such as gaze or mid-air gestures may
be straightforward in VR, techniques that require physical objects
(e.g., a touch surface) pose a considerable challenge. To address
this, VR user interfaces are often designed to be operated with
controllers. However, this makes it difficult to transfer the study
results obtained with VR prototypes to the real world.

To close this gap, we investigate the potential of VR to simulate
high-fidelity non-planar displays in VR while preserving important
characteristics of their real-world counterparts. As a use case, we
focus on spherical touch displays. Spherical displays offer a com-
pelling surface for interacting with existing types of non-planar
visualizations. The shape provides a borderless but finite space,
meaning content can be displayed continuously, both vertically and
horizontally [48]. This property is essential for content such as ge-
ographical representations, 360° videos, and virtual environments,
but also constitutes a novel way of presenting cyclic temporal data,
which can be “wrapped” around the display. Finally, a sphere is a
simple, familiar shape, the properties of which are easily under-
stood, while complex non-planar shapes might be more difficult to
model, perceive, and interact with. Spherical displays are available
commercially, but the specialized nature of projection and display
hardware is reflected in the price of commercial products. Although
there are developments to reduce hardware costs (cf. Crespel et
al. [12]), spherical displays generally require high-quality optics
such as custom-made lenses, high-performance projectors and a
significant expense in terms of assembly. This makes them an ideal
candidate for being explored in a VR simulation.

In this paper, we demonstrate how an interactive device – in our
case a spherical display – can be implemented in VR and how novel
interaction techniques can be evaluated using our approach. In

particular, we built a low-cost physical sphere (the TangibleSphere)
made of acrylic glass, that is tracked in six degrees of freedom
and enables tangible interaction. We then demonstrate that it is
possible to re-create interaction techniques known from physical
spherical displays in VR and that they perform comparably in terms
of accuracy and task completion time. Therefore, we compare two
interaction techniques – selection and alignment – on a commercial
spherical display to TangibleSphere. Our research is complemented
by an in-depth investigation of how the presence of a physical object
and its properties enhances interaction with a spherical display in
VR. In particular, we compare a virtual display with simulated
rotation using a fixed tangible sphere to a virtual display with a
freely rotating tangible sphere and a purely virtual display with
no tangible feedback. We found that true physical rotation had a
significant impact on accuracy and speed. Our work is valuable for
designers of novel interaction techniques because it demonstrates
the utility of simulating complex display types in VR. We hope to
spark more research on prototyping novel interaction techniques in
VR, particularly in situations where expensive hardware or physical
constraints hinders development and evaluation.

2 BACKGROUND & RELATEDWORK
Our work builds on prior research on spherical displays, display
simulation, visualization, and interaction in VR, so we will briefly
discuss each of these background fields.

2.1 Spherical Displays
Current spherical displays (both commercially available and re-
search prototypes) almost exclusively use projection to display
imagery. Projection can either happen from the inside or outside
and while some displays can only show flat content on their sur-
face, others can give the impression of a volumetric rendering
inside the sphere by using techniques such as perspective correc-
tion [7, 18, 44, 50]. While a projection from the inside of the sphere
often requires a fixed setup and thus hinders any form of physical
rotation, projections from the outside can allow this type of physical
manipulation and the haptic feedback it provides [11, 27]. How-
ever, this approach commonly suffers from other disadvantages,
such as the support of a limited number of users, projection flaws,
and shadowing from obstruction during interaction, as well as a
restricted operation area. The user still needs to be instrumented
for tracking or stereoscopic vision. In contrast, projecting spherical
content onto domes places the user at the center of a spherical
display [1, 3].

As first demonstrated by Grossman et al. [22] multi-touch inter-
action on spherical surfaces helps collaborative work greatly [21]
and also allows a natural simulation of rotation [4]. Bolton et al. [6]
examined how the spherical form factor can help preserve privacy
in collaboration and derived interaction techniques for sharing in-
formation. Spherical displays can also support multiple users when
deployed in public settings [48]. Williamson et al. have shown that
such displays can be used for temporal visualizations that wrap
naturally onto a spherical surface [49]. Differences between adults
and children interacting with public spherical displays have been
examined by Soni et al. [41].
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2.2 Simulating Displays in VR
Part of our motivation for this work came from the desire to utilize
and evaluate spherical display capabilities that were not available
in any existing commercial display or research prototype (partic-
ularly physical rotation of the display). There is a rich history of
simulating novel display technologies in VR prior to prototyping
and implementing them [40] to better understand their properties
and potential impact. For example, State et al. [43] built a simulator
for their prototype parallax-free video-see-through head-mounted
display (HMD) prototype. Arthur et al. [25] simulated a variety
of head-up and head-worn display concepts for comparison pur-
poses. Lee et al. [10] examined a volumetric display technology
(depth-fused display) in all generality by simulation and optimized
two-layer setups before building a physical prototype with two
immaterial fog layers. Gabbard and colleagues [20] simulated out-
door AR in projection-based VR to evaluate text legibility in AR
interfaces. Kim et al. [28] used a desktop VR system to simulate an
AR windshield display. To study the e�ect of stereo cues, Fafard
et al. [17] used VR to simulate a spherical �sh tank display while
Englmeier et al. [14, 15] explored applications for handheld em-
bodied virtual spherical objects equally in a VR simulation. Other
researchers employed mixed reality simulation (simulation of aug-
mented reality or augmented virtuality applications in high-end
VR) for controlled evaluation studies to better understand the im-
mersion factors of AR [8, 33, 37].

2.3 Spherical Visualizations in VR
Traditional visualization techniques are often concerned with map-
ping abstract data sets to 2D displays. Immersive environments
provide the opportunity to incorporate a variety of di�erent display
topologies [45]. Kwon et al. [30] propose mappings of abstract data
to the surface of a sphere and show the bene�ts of such a mapping.
Du et al. [13] propose aFocus+Contextvisualization, which is con-
ceptually mapped onto the surface of a sphere. These two examples
show how classical visualization concepts can be transferred and
even extended when ported to a di�erent display topology, which
then, in turn, can be simulated in VR. Fully physical embodied visu-
alizations and virtual objects have been envisioned in the context of
an examination of organic interfaces by Holman and Vertegaal [24].

2.4 Interaction in VR and AR
While purely virtual interactions forselectionand manipulation
in VR have been found to lack the important quality of physical
feedback, Schmalstieg et al. [38] showed how physical objects could
remedy this lack and provide tangible interaction in VR. With their
�Personal Interaction Panel�, they augmented a planar wooden plate
with a VR visualization and thereby created the impression of a
physical object manipulated in the virtual world. Piper et al. [36]
augmented an arbitrarily-shaped, malleable surface and thus turned
it into a tangible display for scienti�c visualizations and simulated
data. They also found bene�ts in the physical quality and tangibility
of this type of physical display for virtual content.

Going back even further, Ware and Osborne [46] identi�ed di�er-
ent manipulation techniques for the camera in virtual worlds and
discussed di�erent mappings of input to rotations of the camera.
Their conceptual models are often implemented using a sphere

surrounding the object of interest. Until today, this concept of a
surrounding sphere forms the basis also for many other interaction
techniques in virtual worlds, which in turn makes a physical sphere
a very general and multi-purpose input object for VR.

2.5 Tangible Interaction with Physical Spheres
Previous research shows that tangible handheld spheres can be
used for the rotation and inspection of 3D content with the ob-
ject displayed on a 2D screen [19, 47]. Movable or even portable
spheres that can display actual spherical visualizations are still
rarely found, although VR provides the opportunity of projected
spherical displays being used as a collaborative tool in immersive
environments, as stated by Belloc et al. [2]. Mobile inside-projected
spherical displays with a completely round shape have not been
realized yet. However, handheld cubic prototypes have been im-
plemented as demonstrated by the example ofCubee[23]. Louis
and Berard [5, 34] demonstrated the feasibility of a low-latency
outside-projected perspective-corrected handheld spherical display
that performed better on a docking task when used in AR compared
to a fully opaque VR condition. Another example of using a sphere
as an input and output device supporting various kinds of physical
interactions, such as throwing or kicking can be found in the work
of Miyafuji et al. [35]. Apart from these examples, spheres also
have a long history as a general interaction device in trackballs.
Although Sperling and Tullis [42] have shown that the mouse often
outperforms those devices in standard tasks, they have an advan-
tage from an ergonomic point of view and for speci�c tasks, such
as professional 3D media production [26, 29].

2.6 Summary
The related work we reviewed suggests that a spherical input device
can support a wide variety of interaction techniques in VR. In
addition, spheres are easily comprehensible and represent a simple,
easily understandable familiar shape. Finally, providing a physical
object with a size, mass, and resistance has often been found to be
bene�cial over purely virtual interaction techniques.

3 BUILDING A SPHERICAL DISPLAY FOR VR
As outlined above, a key motivation of this work is to enable inter-
action in VR that resembles interaction in the real world as closely
as possible. We will now describe the hardware setup for our simu-
lated spherical display. It had to meet three requirements: First, the
sphere had to have the same size as the existing physical display
to enable a direct comparison. Second, it had to provide an undis-
turbed line of sight for the infrared signals from the base stations
to the Vive tracker enclosed within the sphere, but at the same
time, it had to be robust enough for full physical rotation. Third, it
needed to provide a smooth surface for an uninterrupted tangible
sensation.

To achieve these objectives we used a light, two-piece acrylic
sphere with a diameter of 60 cm from a manufacturer for decoration
equipment, and modi�ed it to �t our needs (Figure 2). We drilled two
small openings at the �poles� and another four above the �equator�
of the top half. For a smooth surface, these holes were cut in a cone
shape in order for the screws to sink into the material. These screws
hold the inner construction and connect the two hemispheres. The
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