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ABSTRACT
Autonomous cars will likely hit the market soon, but trust into
such a technology is one of the big discussion points in the
public debate. Drivers who have always been in complete
control of their car are expected to willingly hand over control
and blindly trust a technology that could kill them.

We argue that trust in autonomous driving can be increased by
means of a driver interface that visualizes the car’s interpre-
tation of the current situation and its corresponding actions.
To verify this, we compared different visualizations in a user
study, overlaid to a driving scene: (1) a chauffeur avatar, (2) a
world in miniature, and (3) a display of the car’s indicators as
the baseline. The world in miniature visualization increased
trust the most. The human-like chauffeur avatar can also in-
crease trust, however, we did not find a significant difference
between the chauffeur and the baseline.
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INTRODUCTION
Automated driving is a highly discussed topic in the broader
public. One future goal for the car industry is to provide vehi-
cles that adapt “to the drivers’ needs in terms of a pleasurable
and authentic driving experience” [32]. Different surveys,
however, showed diverse attitudes towards this technology. A
recent survey showed that on the one hand, people are fas-
cinated by but hesitate to trust autonomous driving: 43% of
the participants stated that they are afraid of driving in an
autonomous car [23]. A survey by Schoettle & Sivak [35]
revealed that 22% of their participants could not imagine rid-
ing in a fully automated car. Similarly, Kyriakidis et al. [19]
found that 65% of their participants were worried about the
reliability of autonomous cars.
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Figure 1. Our participants experienced a real driving scene seated in a
real car in order to achieve a realistic feeling of autonomous driving. The
intelligent autopilot visualizations – in this picture the chauffeur avatar
– reacted to defined situations in the driving scene in order to convey
competence and thereby foster trust.

Up to now, such figures and surveys should be considered
carefully, as most participants have not yet experienced any
automated driving functions, which makes a true judgment
very difficult. However, already today, we see that at least
some specific automated cars already show the technologi-
cal feasibility, also highlighting their benefits: For instance,
Google lists the statistics of their self-driving cars1 as fol-
lows: Between 2009 and May 2015 and 10,000 autonomously
driven miles per week there were only 12 and only non-severe
accidents which were not caused by the self-driving car; in
2016 there was the first crash caused by their autonomous
car [30]. Even though no complete statistics exist (many light
accidents remain unreported), this accident rate is expected to
be considerably lower than the one of a normal driver 2.

We see that trust is an important factor in the judgment of
autonomous systems and influences the using behavior [12,
18, 27]. Hence a supportive user interface is essential – es-
pecially in the transition phase towards automated driving
where the “driver” needs to give up control in favor of an
unknown feature. The results of our study supports this phase
and helps manufacturers to establish trust of the novice user
in the automated vehicle.

In particular, we compare three different visualizations pre-
sented on a head-up display – a chauffeur avatar, a world in
miniature, and the car’s indicators – in order to understand
1http://www.google.com/selfdrivingcar/files/reports/
report-0515.pdf, last access of URLs: 2017-01-08
2https://backchannel.com/the-view-from-the-front-seat-of-
the-google-self-driving-car-46fc9f3e6088
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whether they can positively influence the driver’s feeling of
trust. We decided to present those on a head-up display since
it enables faster attention switches between the driving scene
and the supportive visualization.

BACKGROUND & RELATED WORK
Understanding the interaction between humans and automated
cars is still challenging since most drivers have not yet had the
chance to experience an automated car. In the remainder of this
section, we give an overview of related work on the interplay
between user and automation. For driving automation, we
mainly address the highest level of driving automation (i.e.,
SAE level 5, [34]) where the car takes over full control.

Drivers, Passengers & Automation
Driving simulator setups allow to investigate specific aspects
of the interaction between the driver and the (simulated and
automated) vehicle. However, driving simulations often lack
external validity (in particular behavioral validity) since partic-
ipants might behave differently in the real world [3]. One way
to circumvent this issue is to perform costly real-world driving
experiments. However, given that automated cars are not yet
available, workarounds need to be found. One example is the
real-road autonomous driving simulator, which represents a
wizard-of-oz car [1, 2]: In this case an instructed driver steers
the car manually (in a right-handed car for countries driving
on the right side of the road) but is hidden from the actual
participant by a separating wall. The wizard driver is expected
to simulate the automated driving. While this approach en-
ables a certain degree of automation simulation, the wizard’s
driving style obviously influences how the autonomous ride is
perceived.

Besides investigations of how drivers (want to) interact with
vehicle automation [5, 8, 29] and especially how control is
shared between car and driver (e.g., [11, 36]), lately various
researchers investigate issues related to driver’s and passen-
ger’s trust in vehicle automation [19, 20, 23, 31, 37]. One
specific aspect is the investigation of the relationship between
anthropomorphic perception of the automation functions and
the driver’s trust in the system [37]. We discuss this aspect in
the following sections.

As explored by Yusof et al. [40], another interesting aspect of
autonomous driving is the driving style of the autonomous car
(e.g., acceleration). They assume that the users’ preferences
and tasks (e.g., performing certain non-driving-related activi-
ties) affect the favored driving style. Overall, they identified
a general trend to accept defensive driving, despite it might
contradict the driver’s own driving style.

Anthropomorphism
As outlined by Epley et al. [37] anthropomorphism is the attri-
bution of human-like features to, e.g., objects or animals [10].
Humanization in this regard can either be related to the appear-
ance or the nature of the object. This does not only include
the attribution of human character traits but also emotional
acting and complex intellectual capacity. Epley et al. [10]
furthermore outline that an anthropomorphic perception en-
ables humans to understand objects by attributing pre-existing

knowledge and structures. This positively influences compre-
hension and helps to establish an emotional relation.

Several experiments already revealed a relation between an-
thropomorphism and trust [6, 13, 26, 33]. Waytz et al. [38]
studied anthropomorphism in order to increase trust in au-
tonomous driving by means of human-like voice output in a
dynamic driving simulation. They found that anthropomor-
phism leads to an increased trust in fully automated driving.
However, the power of this effect, especially compared to
other channels (e.g, visual representations as we use them in
our experiment) remains unclear. Therefore, we compare the
effects of different visualizations for automated driving: an an-
thropomorphic chauffeur avatar, a computer-vision approach
called world in miniature, and a basic visualization of the car’s
turn intentions by its indicators.

Motivated by prior work which indicated that people do not
like to interact with simplistic agents due to a mismatch be-
tween a simplistic deployment and high user expectations,
Parise et al. [28] investigated how users cooperate with speech-
enabled software agents. They showed that the interaction
with agents represented as dogs was perceived as more pleas-
ant but at the same time, less cooperation took place compared
to human agents. The latter might be caused by the perceived
agent competence.

Trust: Psychological Models & Theories
Literature provides a set of definitions of the abstract concept
of trust, including its meaning as a personality trait, belief,
social structure, or behavioral intention. Often, the term is used
to describe interpersonal relations [33]. Several psychological
theories have been developed to model trust. We used this as a
starting point when identifying opportunities to increase trust
through different visualizations in our experiment.

Mayer et al. [24] found that the perceived trustworthiness is
based on the situationally perceived integrity, benevolence, and
ability. They identified personality traits and prior experiences
with the trusted person/object as moderating factors. Hoff
& Bashir [16] described three layers of reliability in human-
automation trust, namely dispositional trust, situational trust,
an learned trust, along with assumptions about the trusted ob-
ject/person. This includes perceived competence, benevolence,
integrity, and predictability. Based on their findings, they built
a model for conceptualizing the variability of trust with the
goal to support the construction of trust.

McKnight & Chervany [14] divided trust into preferences
towards trust, situational influences, and trust that is created
by using a system. In contrast to other literature, they also
propose concrete steps how to increase the trust in a certain
automation. This includes anthropomorphism, the increase of
usability, a polite communication, transparent system actions,
along with the chance to intervene in the system’s activities.

All these models highlight the importance of the situation in
which trust is needed along with the characteristics of the
truster and the trustee. One important aspect for the construc-
tion of trust are feedback loops that result from continuously
using a system. Mayer et al. [24] distinguish in their cyclic
trust model between trust and the actual performance of a



trust-motivating action. The result of this action influences
trustworthiness and, thus, closes the loop. This means that
the perceived trust is adjusted whenever this cycle is followed
and that a basis for the next decision is created when a trust-
motivated action is performed.

Hoff & Bashir [16] use a similar cyclic model. In their model,
dynamically learned trust and the use of a system are influ-
enced by constant factors (e.g., system properties), the current
situation, and flexible factors (e.g., the perceived performance
of an automation). The existence and influence of a feedback
loop depends on the actual system. For systems with only little
automation, users will decide for each action of the system
whether they should trust its advice. This is also caused by
the fact that in these situations consequences of system ac-
tions can often be easily rated, which enables adaptation of the
interaction with the system. The more automation a system
provides, the less a user can judge and monitor the quality
of the automation. This follows from the complexity of the
automated tasks and the reduced interaction with the system.

Trust in Autonomous Systems
For interpersonal trust, the propensity to trust is often seen
as a separate personality trait. Hoff & Bashir assume that a
similar effect can also be observed for trust into (automated)
systems [16]. However, questionnaires about interpersonal
trust are highly related to the relationship between two persons,
which makes it difficult to transfer this to the trust in automated
systems. With this regard, Merit et al. [25] found a relation
between a person’s general attitude to machines and how they
use it in different situations. Their questionnaire is used to
measure the basic trust in machines.

According to Hoff & Bashir [16] trust is influenced by three
components, (1) the person who trusts, (2) the system this
person is supposed to trust, and (3) the situation. The first
component (i.e., the person), is characterized by the propensity
to trust, which is influenced by different factors (e.g., gender,
age, opinions, character traits). In our experiment, we observe
these factors but do not systematically compare them through
a systematic selection of participants.

For the second component (the system to be trusted) it is
important that trust is influenced by the subjectively and situ-
ationally perceived integrity, benevolence, and ability of the
system. By continuously using the system, the user collects
experiences about the system’s functionality and performance
and adjust her or his trust towards this system. This highlights
that trust is a dynamic construct.

The situation (3rd component) is considered independent of
the system. It describes the overall circumstances in which the
trust relationship should be established. The influence of the
situation is particularly characterized by the underlying risk
of this situation. In the context of our work, the situation is
defined by the properties of a fully automated ride and our test
setup, which is designed to feel as realistic as possible.

The trust-influencing features of systems as explained by
Mayer et al. [24] and McKnight & Chervany [14] can be
roughly divided into two groups. Competence, ability, and
predictability are closely correlated to the performance of an

automation. In contrast, integrity and benevolence are purely
emotional aspects.

Trust in Automated Cars
Existing display concepts in partly automated cars visualize
the state of the system and, thus, let the driver monitor the
automated components. Regarding trust-influencing factors,
these concepts improve the ability of the system and support
predictability, which in turn generates trust. Display concepts
which also address emotional trust factors could positively
influence trust. Hoff & Bashir [16] also provide a set of rec-
ommendations on how to design automated systems in order
to increase the user’s trust. This includes using anthropo-
morphism, increasing usability, polite communications by the
system, transparent system behavior, as well as the opportunity
for the user to intervene.

Lee et al. [20] conducted an ethnographic experiment by
observing participants riding in a prototype of a level 2-
automated car on real roads. In their evaluation, they identified
nine factors of distrust related to the dimensions of trust as
defined by Lee and Moray [21]: system performance, the au-
tomation process (algorithms), and purpose. Based on their
findings, they propose ideas on how to reduce distrust in au-
tomation. They assume that the driver’s anxiety about unpre-
dictable situations may be reduced once they observe that the
car accurately manages various driving situations. In addition,
they propose the use of an agent for a positive impact on trust,
e.g., by increasing the emotional connection between driver
and agent. They suggest the agent to take different appear-
ances and also support or entertain the driver beyond driving
activities.

Hergeth et al. [15] followed another approach to understand
trust in automation and user behavior. They investigated the
relationship between gaze behavior and automation trust. They
found a negative relationship between the self-reported trust
in automation and the driver’s frequency of monitoring the
automation.

In order to understand the passengers’ mental conditions,
emotional states, and opinions, Wintersberger, Riener, & Fri-
son [39] investigated how the choice of the operator (male or
female driver or driving automation) affects the passengers.
By conducting a simulator study they found that the choice of
the driver only has little effect on emotional states and mental
conditions. As a consequence, they conclude that passengers
are inclined to already accept automated cars.

AUTOPILOT VISUALIZATIONS
We designed three visualizations for autonomous driving: a
chauffeur avatar, a world in miniature and the car’s indicator.
The car’s indicator only communicates the car’s intentions
to turn. The world in miniature is a computer vision style
visualization and presents the car’s perception of the surround-
ings, its interpretation and its actions in a clean and competent
way. The anthropomorphic visualization, the chauffeur avatar,
reacts to the same events as the world in miniature but is more
human-like and potentially associated with more feelings.



Situation World i. Miniature Chauffeur Avatar
turn indicator symbol glance & turns indi-

cator on
close objects sensor symbol looks at object
traffic light traffic light symbol looks at traffic light
danger warning sign glance & exclama-

tion mark
Table 1. We designed two of the intelligent visualizations (world in minia-
ture and chauffeur avatar) to represent equivalent levels of intelligence.
Both visualizations react to the same events.

The number of actions or symbols respectively as a reaction
to the environment influences the perceived competence of
the system. We decided to only visualize important, safety-
relevant situations and actions in order to avoid clutter and
overwhelming the user. The reactions of both visualizations
are depicted in table 1.

Chauffeur Avatar
Anthropomorphic visualizations can present complex systems
in an easy and friendly way [38]. However, if the simulation
is inappropriate, people can react with dislike and reject the
system. A high competence seems to be more important than
symphathy [28]. Users do not enjoy interacting with too sim-
ple avatars. While for an online shop, realistic avatars might
be more likeable, appropriate and trustable [22], such highly
realistic avatars can create high expectations which, if not
satisifed, can severely harm acceptance. In general, avatars
that are similar to the own person, e.g., in look, behavior and
gender are preferred [4, 22]. Friendly behavior such as smiling
can further enhance the overall perception of and the trust in
the avatar [4].

Based on these findings, we developed our own comic style
avatar. Corresponding to our passenger situation and the ex-
pected participants, we decided on a male chauffeur avatar of
mid-age and with European taint and professional clothing.
Our chauffeur was animated with frequent friendly behavior:
He waves for greeting and turns around to the driver and smiles
when the driving situations allows. We enhanced our avatar in
six cycles of informal discussions with potential users to make
it look friendly and competent.

The 3D model of our avatar was created in Cinema 4D3. We
developed a toolkit of short animations and motions and con-
nected these to sequences according to the driving videos. The
chauffeur’s motions were animated by means of the motion
capture sequences of Adobe Mixamo4 which led to a very
human and natural look.

World in Miniature
The display of the surroundings as a world in miniature is
already a common visualization for advanced driver assistant
systems in high-class cars. The world in miniature commu-
nicates its understanding of the surroundings as well as its
actions by an animated visualization of an abstract 3D model
3https://www.maxon.net/en-us/products/cinema-4d/overview/
4https://www.mixamo.com/

of the real world. It is based on the display of the road and the
own car and can further include, for example, other cars, speed
limits, lane boundaries, road exits, traffic signs and lights. By
representing the world correctly and acting appropriately, the
system proves its competence and performance, which are
important factors of trust.

We based our world in miniature on the one used by Tesla5 and
extended it with visualizations specific for inner-city driving
such as intersections. As for the avatar, we created several
basic 3D models and animations by means of Cinema 4D and
connected these pieces according to the driving videos. As
for the cars, we used 3D models from DMI6 and cgtrader7;
we matched the 3D referent to the own car with the model of
the car used in the study setup. Example visualizations of the
world in miniature are depicted in the figures 1 and 2.

Car Indicators (Baseline)
As a baseline, we used a basic visualization of the car’s indica-
tors instead of no visualization. The indicators are a standard
and due to safety-aspects also a mandatory function for man-
ual and in future most probably also for autonomous driving.
They do not communicate any intelligence or understanding
of the situation but give feedback about the car’s intentions
so that turns do not happen unexpectedly which could affect
the trust negatively. As the other visualizations, the indicator
arrows are displayed on the HUD (see figure 2).

EXPERIMENT
Prior to the study reported below, we performed a brief pilot
study with 6 participants in order to test the transfer of the
level of trust from one test phase into the other and also to
evaluate the study design and the test setup. Below, we only
report the final experiment.

Research Questions & Hypotheses
The study was designed to evaluate the initial trust in au-
tonomously driving cars and to investigate weather a support-
ing intelligent visualization could increase trust. Based on the
related work, we assumed that an intelligent visualization that
seems to understand the situation increases the drivers’ trust
due to the competence it communicates. Further, we hypoth-
esized that a human-like visualization, such as the chauffeur
avatar, would increase trust more than a computer vision style
visualization, such as the world in miniature, because in a
driving scenario humans normally trust other humans, e.g., as
the co-driver of a friend or in a taxi. We also assumed that
trust is directly linked to the perceived safety.

Participants
We recruited 30 participants (12 female) by means of online
social media and e-mail. We did not pre-select participants
according to specific criteria other than a valid driver’s license.
Our participants had a mean age of 26 years (SD=5.9) and
were compensated with vouchers.

5www.tesla.com/de_DE/autopilot
6www.dmi-3d.net
7www.cgtrader.com



Figure 2. We designed three visualizations for autonomous driving cars. Left: A world in miniature, Middle: A chauffeur avatar, Right: Basic car
indicators as the baseline. The world in miniature and the chauffeur avatar are intelligent autopilot visualizations that interpret the current driving
situation and react accordingly. The car indicator visualization only visualizes the basic turn intentions and does not show any intelligence. This
corresponds to what drivers currently see in cars. We ensured that the indicators light up and sound for the same duration in all autopilot variants.

We measured the participants’ attitudes and behaviors by sev-
eral questionnaires (see section Questionnaires). In general,
our participants seemed to be safe drivers. However, many of
them would cross an intersection although the traffic light is
about to turn red and exceed the speed limit for up to 15 km/h
but not 30 km/h. They would not do risky overtaking maneu-
vers or race for fun or out of boredom.

Overall, our participants trust autonomous systems until they
fail or show deficits in competence. They are also confident
that autonomous systems have a high competence. In addition,
all of our participants are thrilled about and like to use novel
technologies. Comparing the attitude towards autonomous
driving of our participants with the results of Kyriakidis et
al. [19], we found that our participants were slightly more
fascinated about fully autonomous driving. In both studies, au-
tonomous and manual driving are rated as equally comfortable.
We therefore think that our set of participants is representative
but, probably due to the technical background of many of
them, slightly positively biased about autonomous driving.

Study Design
We designed a within-subjects experiment with 3 x 3 con-
ditions: We counterbalanced three driving videos and three
autopilot visualizations (chauffeur, world in miniature, indica-
tors) throughout the study, resulting in three test phases. We
defined six groups that represent the presentation orders of the
autopilot visualization (at fixed order of the driving videos)
and randomly assigned five participants to each group.

The driving videos were recorded by means of a GoPro
HERO 4 (1280 x 960 px resolution) which was placed in-
side the car below the rear view mirror. We drove the same
track several times during different times of day and weather
conditions to obtain similar but not identical footage. We then
cut three driving videos with 7 min each out of two different
recordings: The first part shows urban two-lane roads with lit-
tle to medium traffic density. It contains many maneuvers such

as stopping at a traffic light and turns and situations such as
crossing pedestrians and overtaking cyclists. The second part
shows high-density traffic on an urban multi-lane road with
a lot of lane change traffic and many stops at traffic lights. It
also contains one unpredictable event that requires fast action
such as a suddenly stopping lead car.

For each driving video, we then designed corresponding sim-
ulations for each autopilot visualization. The visualizations
chauffeur and world in miniature present their intelligence
by their understanding of and reaction to objects, events and
situations. To ensure comparability, both visualizations react
to the same events within each driving video. The baseline
visualization only communicates the car’s turn intentions by
means of the indicators; this visualization does not convey
intelligence or understanding of the situation.

In order to create a high feeling of realism, we used the videos
of real driving along with a real car test setup. Participants
even started the automated drive themselves by pressing a
button on a smartphone next to the steering wheel, which also
aimed to increase the feeling of control and the interactivity. In
order to keep participants involved in the situation and prevent
distraction, the experimenter frequently asked the participant
to judge the current feeling of trust on a scale from 1 to 10
(low to high trust). Overall, the study lasted about 75 min.

Questionnaires
Since we investigated subjective feelings, we based our evalu-
ation on questionnaires. Prior to the test, we used introductory
questionnaires to gather demographic data as well as to get
insights into the participants’ attitudes and tendencies to trust
people or systems. After each test phase, participants had to
fill out the intermediate questionnaires to report their feeling
of trust in autonomous driving supported by one particular
autopilot visualization. After the last test phase and its inter-
mediate questionnaire, the participants had to fill out a closing
questionnaire which compares the three visualizations directly.



All information was collected by means of a tablet and online
forms. Below are the detailed contents of the questionnaires:

Introductory Questionnaires
Demographic Data

Basic information such as age and gender, driving experi-
ence, use of transportation and assistance systems

Driving Behavior
9 risky driving behaviors that evaluate the participants’ ten-
dency to take a risk or not; extracted from the ’young adult
driving questionnaire’ from Donovan & Jessor [9] which is
a specialization of the SSSV-TAS [7]

Trust in Autonomous Systems
tendency to trust autonomous systems; questionnaire from
Merrit et al. [25]

Attitude towards Novel Technologies
9 statements with 5 point Likert scales that evaluate a per-
son’s attitude towards and usage of novel technologies

Attitude towards Autonomous Driving
7 statements with 5 point Likert scales that evaluate the
participants’ attitude towards autonomous driving; extracted
from Kyriakidis et al.’s questionnaire [19]

Intermediate Questionnaires
Confidence & Safety
10 statements with 5 point Likert scales evaluating the par-
ticipants’ confidence in the system and the perceived safety

Trust
12 statements with 5 point Likert scales about the feeling
of trust in the autonomous system and the autopilot; trust
questionnaire from Jian et al. [17] which was used in many
studies about trust [16]

User Experience
26 opposing adjectives with 7 point Likert scales which
belong to the criteria attractiveness, perspicuity, efficiency,
dependability, stimulation and novelty; standard user expe-
rience questionnaire (UEQ)8

Closing Questionnaire
Comparison of the Autopilot Visualizations

Each visualization was rated on a 7 point Likert scale re-
garding safety, understandability, reliability, trust, aesthetics
and likability for each autopilot visualization. Participants
had to select their favorite visualization.

Procedure
The experimenter welcomed the participants and instructed
them to sit down in the car. For a realistic feeling they were
asked to adjust the seat position and to close the seat belt.
Then, the experimenter introduced the participants to the study
procedure and handed them the tablet to fill out the intro-
ductory questionnaires. The experimenter asked people to
think aloud during all drives and to report their current trust
in the autopilot at the experimenter’s prompt. Then, the ex-
perimenter set up the first drive. The autopilot greeted the
8www.ueq-online.org

Figure 3. The projector was placed on the roof of a Volkswagen Passat
so that the projected image covered the entire field of regard through the
windshield.

participants who could then start the drive by pressing the
start button on the smartphone interface next to the steering
wheel. After the drive, participants had to fill out the interme-
diate questionnaires. This procedure was repeated for each
of the two remaining visualizations. After the last drive, par-
ticipants filled out the closing questionnaire, shared personal
thoughts and gave feedback. The experimenter then released
the participants from the study.

Apparatus
Most models of trust mention the perception of the situation in
which one has to trust a person or a machine as an important
factor. Hoff and Bashir [16] describe the situational trust
and Mayer et al. [24] mention the perceived risk as important
factors of their model. Hence, the test situation and setup need
to be as realistic as possible in order to enable a valid and
meaningful evaluation of trust.

We placed a Volkswagen Passat in a garage and played back
videos of inner-city driving. The driving videos were projected
on the wall in front of the car so that the driving scene is of
realistic size and the entire field of regard through the wind-
shield is covered. Further, we played back the sound of the
driving videos from a speaker placed inside the car.

The head-up display was simulated by a Microsoft Surface Pro
3 (12 inch, 2160 x 1440 px resolution) that was placed below
an acrylic glass pane. We selected a very thin glass pane of
3 mm thickness to avoid double image effects. The glass pane
was mounted at an angle of 45◦ by a small wooden retainer
and transparent fishing lines so that the HUD itself was as
inconspicuous as possible. We placed this construction on
the car’s hood so that the reflected image was approximately
1.5 m in front of the driver. Our HUD simulation provided a
bright and sharp image (see figure 1 and 4).

RESULTS

Trust
We measured the participants’ trust in an autopilot directly
after the test drive by the questionnaire of Jian et al. [17] on a
scale from 0 to 4. The miniature world visualization was rated
best with a value of mean=2.9, followed by the avatar visual-
ization (mean=2.7) and the indicator visualization (mean=2.4).
We performed a Friedman test with an adjusted α-level=0.017
as well as post-hoc pairwise comparisons (Wilcoxon test, α-
level=0.05) and did not find a statistically significant difference
for the trust level measured directly after each test phase.



Figure 4. The head-up display was designed to not interfere with the
participants’ view of the road scene and shows a clear and bright image.

Then, we evaluated the trust in the three autopilots after all
visualizations were tested. We found a significant main effect
(p<.001) for trust x visualization. The post-hoc tests revealed
a significant difference between baseline and miniature world
(p<.001), between miniature world and avatar (p=.024) and
also between avatar and baseline (p=.039). We think that the
differences in the results of the two measurements can be at-
tributed to the time of measurement. The second measurement
of trust was performed after all visualizations had been ex-
perienced and hence participants did reflect and compare the
single visualizations.

Safety
As trust, the safety of the autopilots was evaluated after each
test phase as well as after all three test phases. The participants
rated the single autopilots with a safety of mean=3.0 for the
world in miniature, mean=2.3 for the chauffeur, and mean=2.4
for the indicator visualization. The Friedman test showed a
significant interaction effect between the visualizations and
the perceived safety (p=0.014). A Wilcoxon post-hoc analysis
showed a significant difference between world in miniature
and baseline (p=.002) and a nearly significant difference be-
tween baseline and avatar (p=.06).

After the participants experienced all three visualizations,
they had to rate the safety of all variants again. The re-
sults confirmed the significant main effect of visualization
x safety. Wilcoxon pairwise comparisons showed a significant
difference between world in miniature and chauffeur avatar
(p=.024), between world in miniature and baseline (p<.001)
and also between chauffeur and baseline (p=.039).

User Experience
Our user experience measurements further support the order of
the three visualizations (see figure 5): The world in miniature
visualization received the highest ratings for all UEQ criteria,
followed by the chauffeur avatar. The baseline visualization
received the lowest user experience ratings. We compared
the user experience of the three visualizations with the UEQ
benchmark, which is based on UEQ results of 163 studies.
The world in miniature and the avatar received comparably
good values for perspicuity and novelty, average values for
attractiveness, efficiency and dependability and low values for
stimulation.

Direct Comparison
Participants had to answer six questions about safety, under-
standability, reliability, trust, aesthetics and likability for each
autopilot visualization. Throughout all questions, participants
rated the world in miniature visualization with the highest val-
ues, followed by the chauffeur avatar. As the final question,
we asked participants which autopilot visualization they would
like to use in their autonomous car. 60% of our participants
(n=18) stated to prefer the world in miniature, 20% (n=6)
would like to use the chauffeur avatar and 13% (n=4) chose
the basic indicator visualization. Two participants decided
against any visualization.

We analyzed the the results for these questions by Fried-
man tests and found significant differences for likabil-
ity (p=0.012), aesthetics (p=0.003), and understandability
(p=0.003). Wilcoxon post-hoc tests showed a significant differ-
ence between baseline and miniature world (p<.001 / p<.001
/ p<.001) and between miniature world and avatar (p=.02 /
p=.03 / p=.004) for all three criteria.

Individual Feedback
We asked our participants to think aloud and give continu-
ous feedback about the autopilots. Some participants stated
that it really felt like they were driving autonomously and
that they completely forgot that they were only in a garage.
The combination of the stationary car setup and the driving
video did barely lead to a feeling of motion sickness; only
one participant reported to feel sick. Many participants said
that they missed a navigation system that shows the travel
route. Some participants stated that the driving behavior of the
autopilots was not inspiring confidence, surprisingly, because
of the defensive behavior. They interpreted the defensive driv-
ing behavior as uncertainty and stated that a more competent
autopilot would drive faster in some situations. In contrast,
few participants thought that the autopilots drove aggressively.
Regarding the chauffeur avatar, many participants expected
different behavior; the opinions ranged from passive and phleg-
matic to active and hectic. Also, the entire setup was described
as too playful to be safe. Interestingly, there seem to be two
groups of users: Participants either stated that they felt safe if
there was a visualization that shows a clear understanding of
the situation or that they felt safer if there was no visualization
at all.

DISCUSSION & LIMITATIONS
Prior studies pointed at a lack of trust in autonomous cars
[19, 23]. We assumed that an intelligent visualization of the
car’s understanding and interpretation of the situation as well
as its corresponding actions could increase trust by creating
transparency and communicationg competence.

We developed three autopilot visualizations – a world in minia-
ture, a chauffeur avatar, and the car indicators – and animated
them according to the driving scenes. These animations were
synchronized with the driving videos and played back on a
head-up display so that the image floated above the car’s hood.
We decided to use a HUD because it simplified the observation
of both, the driving scene and the autopilot visualization, but
think that any other in-car display would be suitable as well.



Figure 5. The world in miniature autopilot visualization achieved overall good user experience values, closely followed by the chauffeur avatar. The
baseline visualization of the car indicators received the lowest UEQ values. All variants are easy to understand but not stimulating enough.

Autonomous driving was simulated by playing back videos of
real driving in front of a real car our participants were sitting in
to create a highly realistic setting and feelings. Though some
of our participants explicitly stated that they felt as if driving
in a real autonomous car, they were aware that there is no real
jeopardy and hence, the perceived safety of and the trust in
the simulated autopilot might be influenced by the setting and
differ from a real autonomous car.

The risk of an accident and the feeling of loss of control cer-
tainly becomes more real for the passenger of an autonomously
driving car. Since none of our participants had ever experi-
enced this so far, it is very hard for them to estimate how much
they would actually trust the single autopilot visualizations.
We can imagine that at first use, people desire an autopilot that
is likeable and with which they can interact; possibly to be
distracted from their fears. This autopilot does not necessarily
have to be a human-like visualization.

In general, our participants showed slightly higher (initial)
trust in autonomous driving compared to the survey by Kyri-
akidis et al. [19]. One reason for this might be that our group
of participants was rather young and did not include elderly
drivers. Another might be that many of them had technical
backgrounds. As expected, both intelligent visualizations in-
creased trust compared to the basic presentation of the car’s
indicators. The results show a clear and consistent order of
the three visualizations regarding the efficiency to increase
trust and perceived safety as well as user experience: The
world in miniature autopilot visualization has the strongest
effects, followed by the chauffeur avatar. The car indicator
visualization is the least effective variant.

We do not think that the graphical quality of the avatar is
the reason for the lower trust in this visualization due to our
iterative process to improve the look of the avatar and the
precise animation of reactions to the outside world. This
assumption is supported by the very similar values for user
experience. We assume that the miniature world conveys a
stronger feeling of competence and is more suitable to the
technical system than a human-like visualization. The avatar
was expected to create a stronger feeling of trust in the sense
of comfort and well-being instead of competence. It seems
that competence is a more important factor, potentially due to

the safety-critical situation, but further research is needed to
verify this hypothesis.

Surprisingly, the opinions about the autopilots’ driving be-
havior varied considerably: While some participants found
it aggressive, many others judged it as defensive. Both, a
defensive but also an aggressive autopilot counteract trust and
perceived safety. Also, participants did not agree on the need
of a visualization: They either stated that they felt safer if
there is a visualization that shows a clear understanding of the
situation or that they felt safer if there is no visualization at all.
These statements show, that the needs of the future users vary
considerably and suggest that a one-fits-all visualization might
not be sufficient. A visualization that adapts to the user’s own
driving behavior could be a good solution, especially if the
autopilot is represented by an avatar.

CONCLUSIONS
Autonomous driving is about to become a reality. Although
people are fascinated by this novel technology, they are also
skeptical and worry about its actual safety. We think that a
visualization of the autopilot can help people to build trust
in the autonomously driving car. We gathered insights into
the propensity of trust and attitudes of our participants and
compared three different autopilot visualizations and their in-
fluence on trust, perceived safety, and user experience. One
visualization represents the chauffeur of the car: We developed
a chauffeur avatar which was thought to increase trust because
of its human-like look and behavior. Further, we developed
a visualization that represents the world in miniature; a visu-
alization that is already used for driving assistance systems
and that was assumed to communicate high competence. As
the baseline visualization, we used the car’s indicators, which
provide a minimal feedback about the car’s intentions to turn.

As expected, the anthropomorphic visualization increased the
trust in the autonomous car. However, the world in miniature
had considerably stronger effects on the participants’ trust.
It also fostered the strongest feeling of safety as well as the
best user experience. Since the results of our study clearly
favor the world in miniature and most participants stated that
they wanted such a visualization in their autonomous car, we
recommend to further investigate this visualization. Future
research should study to which extent the visualization has to



represent and react to the current driving scene. Also, a large
augmented reality visualization on the windshield might be
an interesting advancement. In addition, a larger and more
diverse group of participants should be involved since, for
example, older people are expected to have a different attitude
towards this novel and potentially dangerous technology.
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