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Context-Aware Mobile Interfaces

Felix Manke

Abstract—Context awareness can help to improve usability in many areas of computing. Especially with modern, sensor-equipped mobile devices such as smartphones or tablets, a whole range of possibilities in context-aware computing opens up. In this work an extended definition of context is provided, which is tailored to these new devices and comprises location, time, individuality, activity, relations and environment. Additionally, sources of context are identified and different ways for accessing contextual data are presented. By examining a set of exemplary applications, different categories of context-based adaptations to mobile interfaces are determined. Finally, a critical discussion of mobile context usage, considering limitations and user privacy, concludes this work.

Index Terms—context, context-aware, mobile, mobile interface, adaptation

1 INTRODUCTION

With modern mobile devices such as smartphones and tablets becoming tremendously popular these days it has become completely natural for many people to carry around a computing device with them throughout the day. As a result of this many tasks such as reading email or surfing the web that have formerly been bound to stationary desktop computers are now carried out by users from any place at almost any situation. These situations and usage scenarios then each define a specific context of use.

Applications traditionally are designed to fulfil certain needs in a certain context. The interface and interaction are tailored to a specific group of users that will use the application under certain circumstances. However, with a mobile device these circumstances - the context of use - can only vaguely be foreseen (if at all). As a researcher or developer one does simply not now, whether the user will run the application at home, in the office or while standing in the subway hanging on to the handhold with one hand, trying to operate the smartphone with the other.

Preparing an application for all of these possible situations is a challenging task. If there is no perfect solution that fits all possible contexts, the application somehow needs to determine in which situation it is being used: it needs to become context-aware.

Modern smartphones are equipped with a variety of sensors that allow them to gather contextual information such as location, direction, movement and acceleration, light, sound, and such. Therefore there is a chance to take into consideration all of this data within an application in order to determine the current situation and use case. In addition, today’s mobile devices are equipped with enough processing power to do extensive calculation on these data. On top of that, modern smartphones are connected to the world wide web and all its news, 3rd party services, social networks, and communities which can also serve as a source of contextual information.

This paper gives an overview of how mobile interfaces can access contextual data and how they can adapt to the current context to offer improved usability to the user. In order to set the ground for this analysis a definition of context is provided first that fits the field of mobile devices such as smartphones. Following that, as set of mobile applications that make use of contextual information is presented and reviewed in order to provide insights into how contextual data is gathered and used today. Afterwards there follows a comparison of the examined applications and an outlook on future opportunities and interesting fields of research with respect to context. Finally, there will be a critical discussion on chances and risks involved in context awareness.

Fig. 1: The six aspects of context: (1) location, (2) time, (3) individuality, (4) activity, (5) relations, and (6) surrounding general environmental conditions.

2 DEFINITION OF CONTEXT

Context and context awareness in Computer Science were introduced first by Schilit and Theimer in 1994 [23]. Back then the authors declared context to comprise the elements location, people, and objects. In the same year Schilit et al. identified three key aspects of context, defined by ‘where you are, who you are with, and what resources are nearby’ [22].

With respect to ‘ultra-mobile computing’, characterized by devices that are operated on the move (e.g. mobile phones), this definition was developed further by Schmidt et al. to also include activity and the inner state of the user [24]. In 2001 Dey published his often cited definition of context as "any information that can be used to characterize the situation of an entity” [2].

Six years later Zimmermann et al. provided an operational definition of context [28]. The authors complained about existing definitions either being not precise enough or not generalizable, because most of them simply defined context by example or by synonym. By the definition of Zimmerman et al. the context of an entity consists of five elements: location, time, individuality, activity and relations.

Taking into account further, more recent work in the field of mobile computing context (such as the notion of ‘virtual sensors’ by Lovett and O’Neill [10] or the dependency of app usage on places and social context discovered by Do et al. [12]) this work extends the definition by adding a sixth, encompassing element: environment.

With today’s highly connected smartphones (e.g. via the web) this sixth aspect of context can for example be accessed via 3rd party services that provide access to databases with (near) real-time data from
all over the world (e.g. weather agencies). The six aspects then define the context of a given entity (user/device/object) for a certain moment (see Figure 1). Together, they fully describe the entity’s situation, while each of the six aspects captures some partial information:

1. **Location**: information such as position, speed and orientation
2. **Time**: the current time, time intervals, past and future events
3. **Individuality**: the user’s preferences, interests, capabilities and behavior
4. **Activity**: current tasks, goals and needs that are expressed by actions
5. **Relations**: relations to other persons, objects, services and information
6. **Environment**: information about the natural, environmental context, such as weather, smog levels in cities or pollution that may affect the user but cannot directly be influenced or interacted with.

With this definition of context in mind, what does it mean for an application to be aware of context? **Context-Awareness** basically is the ability to gather any relevant information that can characterize the environment of an entity and also deliver this information timely to applications [1]. For the application itself this means to gather any relevant contextual information about the six aspects of context (individuality, location, time, activity, relations, environment) that suffices to fully characterize the situation to an extent necessary to provide the intended service. Thus it depends on the application, what contextual information is needed and what data can be omitted. In reality however, it is usually not possible to really gather all desired information about the context of use. Therefore most of the time an application will need to deal with only a partial description of the relevant context.

### 3 Context-Awareness in Mobile Interfaces

Contextual information can be useful in a quantity of situations as it can support an application with data about the context of execution beyond the traditional information provided by the operating system. Thereby, context can help in making decisions based on the current situation [11, 16], mitigate situational impairments [6] and augment other data with additional information - be it in common mass-market applications such as modern smartphones creating meta-data for photos containing information like location and time, or be it in highly specialized fields such as health care [17, 25].

While there are many application areas for the use of contextual data, this work focuses on the possibilities for mobile interfaces to work with and adapt to the given context.

Adapting user interfaces according to the context of use aims at improving usability and enhancing user experience. This is achieved mainly by optimizing the interaction and reducing the error-rate and time needed for fulfilling certain tasks.

Yet, there are many different ways to adapt an mobile application interface to the given context to achieve the aforementioned goals. Therefore, a variety of applications will be examined in this section to get insights into the use of context in this field. After this there will be an analysis of potential sources of contextual information based on the examined applications followed by an overview of possibilities of how to access this information.

#### 3.1 Categories of Context-Aware Mobile Interfaces

In this section a set of applications using context will be examined. They are grouped by categories which are defined by the way the contextual information is utilized. Some applications augment existing data with additional contextual information while others display the current context directly to the user. Moreover, there is the possibility to provide a context-based selection of data to the user, adapting the displayed information or the user interface visually, and also adapting the user controls to the context. Finally it is possible to change the status of the mobile device itself based on the user’s situation.

##### 3.1.1 Contextual Augmentation

One common application of contextual data is the augmentation of other data at the time of creation. For example it is a de facto standard nowadays, to add meta-data containing time and location to photos made with the camera in smartphones but also with stand-alone digital cameras equipped with GPS sensors. This information can then for example be used to display and group the augmented data according to their embedded contextual information (see Figure 2).

This can be regarded as retrospective context-awareness as the contextual information does not resemble the current but past situations. The thereby created context history on the other hand can be useful in comparing the current context with past ones and can thereby help to identify specific situations.

Displaying additional, contextual information in real-time on the other hand has become popular and familiar by now due to all kinds of navigation systems displaying the current position and other metrics like speed or direction to the user.

Preveneers and Berbers describe the use of mobile phones for personalized health care assistance [17]. By monitoring the location and activity of persons diagnosed with diabetes they can augment data logs of blood glucose levels with contextual data and are able to recognize certain behavioural patterns. As a result of that the application can assist the patient with taking well-informed decisions on drug dosage based on their current situation and activity. The position of the user is determined based on the acquisition of GSM cellular data. This provides only vague location data but is sufficient for recognizing locations that the user previously visited. Combined with a timestamp, logs of food intake, activities, measured glucose level and insulin dosage the location data define a specific situation that gets stored to a history for later comparison.

For the calculation of proper insulin levels the authors then try to find in the data history a situation (i.e. data set) which most resembles the current context. A selection of matching entries gets filtered and sorted and then presented to the user (see Figure 3).

---

1. Examples of GPS-enabled digital cameras for automated location-tagging: Nikon Coolpix P330, Canon PowerShot SX280 HS, Panasonic Lumix DMC-TZ61, Sony Cyber-shot DSC-HX400V
2. See: http://www.apple.com/ios/features/#photos
Another way of augmenting the mobile interface through contextual information is presented by Oulasvirta et al. with ContextContacts [16]. As a re-design of the smartphone’s contact book, ContextContacts enriches the interface with contextual information about the current situation of the user’s contacts. This is achieved by providing automatically generated, meaningful icons next to each contact in the list, which display information about the current situation of the corresponding person (see Figure 4).

This additional information can help the user in deciding, whether calling another person may be appropriate at that moment or not. The additional visual cues represent context information such as the location of the other person as well as the time he/she spent at that location. Additionally, the alarm profile of other users’ phones can be viewed to see, whether they have muted their phone (which would indicate that they do not want to be called if not inevitable).

Another interesting cue is the indication of responsiveness in terms of phone usage by other users. A hand icon is displayed next to each contact which is turning from gray to red if the phone has or is being used. This way the user can see, whether a person in their contact list is currently using their phone actively or whether it may rest somewhere on a shelf unnoticed.

Finally, community-related information is provided as well. ContextContacts displays an indication of nearby people next to each contact-list entry. This takes into account whether the user knows the persons that are with the corresponding contact or not. Other persons known to the user are indicated by a yellow person icon while persons unknown to the user are indicated by a green person icon. The number of persons is displayed textually next to each icon.

Altogether the augmentation of the contact book with contextual information shall support the user by allowing him or her to estimate the current situation of others.

Lindqvist and Hong present a prototype application for Android devices to reduce this distraction caused by mobile phones while driving [9]. Distracted driving can lead to unnecessary accidents and human casualties. While there are many potential distractors in a car and on the road, one of them are mobile phones. When using their mobile phone while driving, a person can not fully concentrate on the road and can take the cognitive load of making the decision about whether it is really necessary to make the call or not (burden-shifting). If the caller decides to contact the call recipient although he or she is driving at that moment, there are different options to choose from. The caller can for example decide to send a text message. If the message recipient is still driving, the message delivery will be delayed until the driver has reached his/her goal (time shifting). Another possibility is to call the voice-box or to set up a reminder for a later call. There still is the option to actually call the driver in case of an emergency. Further, a user can share his/her current status with another person for arranging later calls at an appropriate time. This sharing of information can also be driven by contextual factors. For example the user can automatically share his location to a certain person whenever he is driving (activity-based sharing).

The described augmentation of data with contextual information allows for dynamic grouping, automatic tagging and later inspection and insights. Further, it can help in making decisions based on the current context. This can also hold true for the context of other users which can be made visible to the user. Altogether, the augmentation of data with context can be helpful in the organization and filtering of data as well as in making decisions based on the given context. This usage of context can be subtle, if the user does not directly notice or see that context is being taken into account (as with grouping and filtering) or more visible if the contextual augmentation is visualized directly as textual or pictorial information.

3.1.2 Context-based Options

Another, less subtle use of contextual data is to directly affect the options presented within the application’s user interface. This can be used to either provide the user with extra options or to hide information and choices which are unnecessary at that particular moment. Google’s ‘Local’ service for example allows for searching interesting places nearby. It takes into account the user’s current location to provide search results that are in spatial proximity to the user.

Hapori [8] is a local search technology for mobile phones that takes into account even richer contextual information. Local search engines are used to find nearby restaurants, shops or cafes on the go, typically using a GPS-sensor-equipped device such as a modern smartphone. The vision of the creators of Hapori is that future search queries should include much more information than just the query string and the current location. Therefore rich contextual information about the day of the week, time of day, current weather and weather forecast, and even the current activity of the user are included. Further the community of users with similar interests and behaviour is taken into account. Hapori therefore creates behavioural models of users and looks for similarities with other users in the community. This information then is

Fig. 4: ContextContacts: the standard contact book (A), the addition of contextual information about each contact (B), detailed information about a selected contact (C). The additional contextual information allows the user to decide, whether it might be appropriate to call someone or not. (figure from: [16])

Fig. 5: Undistracted Driving: context-based information (left) and appropriate actions proposed based on the current situation of other users (right) (figure from: [9])
used to provide better search results compared to static, location based points of interest.

Min et al. have developed an application that recommends phone numbers of contacts based on the user’s current situation [11]. It provides an ordered list of contacts, sorted according to a matching-score which is visualized as colored icon next to each contact’s name. Additionally, textual information is provided when the user selects one of the proposed contacts (see Figure 6).

Min et al. derive the user’s context from mobile logs using Bayesian networks (BNs). The log-data they analyse comes from different sources such as the personal information management system (PIMS) and the global positioning system (GPS). Also the user’s calling history and short messages services (SMS) are taken into account. This allows for the extraction of three kinds of high-level contexts: (1) a social context, which describes the amity between the user and other persons in the social network, (2) the user’s emotion and (3) the degree of busyness. Additionally, four kinds of low-level contexts (time, day of week, location, and schedule) are considered to model the user’s service consuming behaviour. Proper services (here: calling specific contacts of the user’s phone) can then be provided to the user based on the semantic compatibility between current and past contexts.

Another application providing services based on the user’s context is CRUSE by Hodjat et al. [7]. CRUSE is a context-aware user interface framework for delivering applications and services to the user in a standard usable form. It allows to navigate between different applications and provides a consistent look and feel across applications integrating the framework within their user interface.

The framework aims at maximizing the amount of relevant information and minimizing the difficulty of accessing further information not displayed at that moment. To achieve this, CRUSE presents options (applications and services) that are most likely to be useful to the user in the given situation. This likeness is derived from the available context which also takes into account user preferences and the user’s behaviour (activity). As the prediction made based on the different sources of information can not be foolproof, the authors also provide a search box for natural language input. Here the user can type in queries and intended actions in its own words. The basic idea of the authors is that if an desired option is not available there has to be an easy way to ask for it: ‘If you see it, click it. If you dont, ask for it.’ [7]. CRUSE also assists the user in the process of searching for further options by providing useful and meaningful suggestions and making proposals for search terms based on the user’s searching history.

Xu et al. have worked on a context-aware app usage prediction model [27]. In order to improve device usability by for instance pre-loading applications that are most likely to be used next, they created an app prediction framework that works based on three key aspects: (1) the user’s preferences and app usage history, (2) sensor based information about the environment, (3) community based pattern aggregation. With their framework they are able to provide personalized prediction that also relies on community behaviour to further tailor the result. The community of like-minded users thus becomes part of the current context: if the user is part of a community that makes heavy use of social media, this influences the applications he/she will use on a regular basis. Exploiting the community ties can result in more robust predictions as the community-context can compensate in situations where personal context-information may be thin.

All together, the presentation of options based on the current context can help to provide user interfaces with better usability by creating a less cluttered experience. This is mainly achieved by leaving out unnecessary elements while visually focusing on the important ones or by filtering options based on the user’s current situation. This can be done on a per-application-level but also on the device-level to provide fitting applications or services at the right place and at the right time.

The overall goal of this type of context-driven adaptation is to assist the users with the interaction and to take some of the selection work off their shoulders.

### 3.1.3 Visual Adaptation of Displayed Information

Besides the augmentation of data and context-based selection of information, the displayed information can also be visually adapted to the user’s current context. A common example for this is the ‘night mode’ of navigation systems that gets activated automatically when the sun sets (see Figure 7).

There are more examples for context-dependent adaptation of visuals and researchers are looking for new ways to adapt the displayed information visually in context-aware applications.

With CAMB Gasimov et al. present a context-aware mobile web browser [4]. The goal of their work was to create a framework for effective context-aware mobile web browsing. As today’s mobile phones provide the user with the possibility to surf the web and are taken to different places as well as used in many different situations, the authors identified the need to create a system to adapt web pages to the context of usage.

According to Gasimov et al., for web browsers on mobile devices there are two types of context: static and dynamic. Static context does not change during the session (for example the operating system, phone manufacturer, web browser, screen resolution). Dynamic context on the other hand can change during the session (for example battery, location). Therefore, the concept of CAMB allows for the adaptation of the layout and presentation of a websites’ elements according to the (static) device properties and also the user’s environment, his/her mood, and current activity. The sources of context are the static and dynamic device information (operating system, battery level, sensor data) but also information coming from 3rd party providers such as the current weather forecast.

The change in a websites’ appearance is realized by using the web’s standard style sheet language CSS (Cascading Style Sheets). By mak-
ing use of the 'media'-property of CSS the authors can provide special styles for situations like 'walking' or 'running'. Originally, the 'media'-property has been designed to provide individual styles according to properties of the presentation medium like the screen's size or for special use cases such as printing. But, according to the authors, there is 'no technical barrier' to use 'media' for the definition of context-dependent styles as well.

CAMB implements three ways to adapt a website's content (i.e. text, images, video, and animations): (1) changing the placement and order of elements, (2) showing or hiding certain elements based on the context, (3) adjusting display properties of elements (e.g. the size of the font). An example of this adaptation can be seen in Figure 8.

An earlier approach to adapting web documents to the user's context is presented by Nathanael et al. [13]. Their system uses contextual information about the user environment, gathered through a wireless sensor network, to adapt the presented content to the current environmental conditions.

Altogether, systems that adapt the visualization of the user interface's elements to the current context mainly help to improve perception and readability of the displayed information. This can be useful for different environmental conditions (bright/dark, loud/quiet, crowded/empty) as well as for different user activities (user at rest, walking, running). While most of today's applications reduce the adaptation to more conservative changes like different color themes, also more radical changes, as completely re-ordering content can be imagined and have also been examined by researchers.

### 3.1.4 Adaptation of User Controls

Aside from data and visual elements also the user controls can be adapted. As a modern smartphone only consists of a large touch screen, most of the controls also underlie the influence of the application as they are only virtual, being rendered to the device's screen (e.g. the virtual keyboard).

ContextType by Goel et al. is an adaptive system for text entry that leverages hand posture information to improve touch input on mobile devices [6]. Mobile text entry is error-prone due to the fact that a mobile phone gets carried around with the user and is used in many different situations at different places throughout the day. This can lead to different ways of text input (e.g. with two thumbs or with one digit only). The authors render the example of a user standing on a moving bus, supporting himself with a grab-handle with the dominant hand such that only one hand - the non-dominant one - is left for holding the phone and typing at the same time. The system switches between different virtual keyboard models to dynamically adapt to the way the user inputs text. This adaptation does not affect the visual layout of the keyboard though. Instead the underlying touch recognition model changes to improve the rate of correctly recognized keys. The touch input information is then combined with a language model to make the entry of text more accurate.

For that, ContextType infers three types of information: (1) the user's current hand posture, (2) the user-specific touch pattern (gathered by a training application), and (3) letter probabilities from a language model. The system then modifies the motor-space location of each key according to the user-specific touch input behaviour (see Figure 9).

In a first evaluation the authors found that ContextType reduced the total error rate by 20.6%.

The context-based adaptation of user controls is particularly interesting as there are the same issues as with visual presentation: depending on the situation a mobile phone user may have to rely on completely different input methods. Besides the rather subtle adaptation of the keyboard model by Goel et al. [6] also more radical changes could be thought of (e.g. switching to voice input or controlling the device by gestures). Overall the adaptation of user controls aims at overcoming situational impairments and to improve the usability by reducing the input error rate.

### 3.2 Accessing Contextual Data

As there are many different application areas for context-aware mobile applications (examples are examined in the previous section) that differ strongly in terms of what they provide the user with and how they achieve this, it can be valuable to take a look at the different sources of contextual data. This section therefore gives an overview of the common sources of context and also takes a look at different possibilities for applications (and consequently developers and researchers) to access these valuable contextual-data.

#### 3.2.1 Sources of Context-Data

As context is a complex phenomenon that consists of more or less aspects (depending on the definition and the application area) also the possible sources of context are diverse. However, as there are no standards established yet in application development environments, platform architectures and services across different mobile devices, it is (as of the time of writing) usually a difficult process to develop context-aware applications [3].

As set out above, this work defines context as the combination of five key aspects: (1) **individuality** (e.g. the user's preferences and behaviour), (2) **time** (e.g. the time of the day, the day of the week) (3) **location** (i.e. at home, at work, at the Eiffel Tower), (4) **activity** (e.g. jogging, driving, sleeping), (5) **relations** (e.g. social communities, nearby persons, devices, services) (6) **general environment** (e.g. weather, smog, tide).

Nevertheless, these aspects of information are not directly visible to an application. Any application - be it on mobile devices or on stationary systems - needs to somehow gather data that allow for the deduction of this information. From the examples given in the previous chapter the following possibilities can be extracted:

1. **Location**: GPS, mobile and wireless network data, manual user input (‘home’, ‘office’)

![Figure 8: Example of the adaptation of a web page made by CAMB: original page (left), adapted page for walking context (right) (figure from: [4])](image-url)
2. **Time:** device clock, calendar

3. **Individuality:** user-specific device settings and preferences, user profiles/accounts, activity and application usage-logs, status messages

4. **Activity:** manual user logs, sensor data, phone state, alarm mode

5. **Relations:** other devices within wireless network (e.g. Bluetooth, WiFi), sensor data (e.g. audio), network connection (e.g. web services), social networks and communities, manual user input

6. **General environment:** 3rd party providers (e.g. weather agency), manual user input

Another question is how to extract useful information from contextual data. The location by GPS in longitude and latitude for example is not useful at all if there is no point of reference provided. This point of reference could be a digital map or some other places given in longitude and latitude (for example locations previously visited by the user). In addition the location context can be defined as the absolute position or as the relative position to some other location. Further it is possible look at the physical location in a quantitative/geometric way (e.g. numerical distance) or in a qualitative/symbolic way (e.g. at home, at Anna’s place).

As a consequence, depending on what is important, different aspects of the given data need to be considered. Most applications work out what they need on their own - gathering raw data from sensors - based on the specific usage scenario. This can be a tedious process and also means, that the same work has to be done again and again by different developers and researchers. In most cases, the goal of every application is to identify situations from contextual data and adapt the interface accordingly. However, what humans can describe easily (e.g. sitting in the subway, very hungry, five minutes behind schedule, hastily reading my last emails and nervously worrying about the growling, smelly dog of the elderly man sitting opposite to me’) is hardly to perceive for an electronic device. Nevertheless, exactly this kind of highly descriptive information would be most valuable to an application. Until now, an application can try to determine whether a fast moving user is jogging or riding a bike by analysing the data coming from the accelerometer: constant vertical up-and-down movement accounts for jogging, rather smooth movement and more or less no vertical movement could indicate a bike ride. It is difficult to maintain such software and adding new context information usually requires a modification of the whole application which also means redeveloping it to the end user. So, instead of every application trying to determine this kind of information on their own, general-purpose context providers would be desirable.

3.2.2 **Context Providers**

Instead of directly accessing the contextual raw data coming from sensors and other sources of information, there is another possibility: access to contextual information via special middleware or frameworks that mediate context between the hardware and the application and provide abstract, transparent access to context data.

This way an application can concentrate on situations - which is the essence of context data - that the user is in. In general an application needs contextual data to derive the user’s situation. It is important whether he/she is working, sleeping, driving in the car or jogging in the park. Moreover it may be important to know, whether there are other people around and what relationship they have with each other. Most of these facts can be described by an abstract situation: driving, in a meeting, in the subway, at home with the family on a rainy evening and so on. There are approaches to provide exactly this kind of abstraction and this section introduces a selection of them.

An early approach on general context provisioning has been presented by Salber et al. in 1999 [21]. As part of the Context Toolkit, Context Widgets, a widget library for sensing context information (presence, identity and activity of people/things) has been developed. These context widgets mediate between the environment (i.e. the data coming from different sensors and other sources of contextual information) and the application. The idea is based on the concept of graphical widgets that provide an interface for the user to interact with an application. As toolkits and widget libraries have been very successful with the creation of graphical user interfaces, the authors suggest that widgets for accessing context and integrating it into an application could help building context-enabled applications faster.

Gellersen et al. described in their work [5] an approach to augment mobile phones with context-awareness by attaching them to a self-contained module (plug-in). The TEA (Technology Enabling Awarenessness) module measures the user’s context with several sensors simultaneously and automates profile activation (e.g. for the situations in-hand, on-table, in-pocket, or outdoors...). The authors wanted to provide an alternative to the use of single powerful location- and vision-based sensors and instead combine many comparatively simple sensors to create awareness of situational context. They were convinced that multiple sensors that each capture only a small aspect of the environment could - when combined properly - render a total picture of the device’s surrounding that ’better characterizes a situation than location- or vision-based context’ [5].

Another platform that is developed as context provider on mobile devices is ContextiPhone [18]. It can sense, process, store, and transfer context data. Additionally, it integrates and interfaces with existing solutions on the smartphone such as the messaging and calling functions. Thus, actions can be triggered based on contextual cues or the inferred context can be communicated to the other users or applications.

Vihavainen et al. introduce ContextLogger3, a context logging-tool that combines data collected from sensors and phone activity with user created textual notes [26]. As potential target audience the authors identified end-users, service providers, 3rd party services, and researchers. The motivation for the user-generated textual notes is, that the automatically sensed context is only of limited precision. As mentioned before, sensors currently only deliver a very incomplete representation of the surrounding world. Further, the user’s emotions and personal impressions can not clearly be captured technically. To ‘close the gap’ between the reality sensed by the sensors and the one being perceived by the user, the textual notes have been added to the logging tool.

MoReCon (short for Mobile Restful Context-Aware Middleware) is a web service that makes context information accessible to all kinds of applications by providing a RESTful API (Application Programming Interface) [3]. MoReCon thereby creates a layer between the aggregation and the management of context information from the mobile device’s sensors and other sources of context and the application itself. It acts as a middleware to abstract this management of context data from the context-aware application and to provide a standardized way for accessing contextual information on all types of platforms. MoReCon provides an universal HTTP API for accessing context data using web services.

Nuawanga et al. present an integrated logical context sensor that determines context information in realtime to be used in various mobile web adaptations [14]. It was developed as a ‘plug-in’ component to be incorporated into mobile web applications for providing context awareness.

Other frameworks that deliver context awareness as a service to other applications are Zonezz [20], a platform for identifying meaningful locations (e.g. ‘home’ or ‘work’ instead of raw coordinates) and Controy [19], a middleware for efficient context provisioning on mobile devices.

It shows that there is much research going on in the field of context-provisioning. If context becomes a standard resource that can be accessed easily by all applications via simple and efficient APIs, also the adaptation of interfaces to specific situations will benefit from that.

## 4 Summary and Comparison

This section provides a summary and overview of all applications that have been mentioned and of the way they access context and adapt to it.
Table 1: The different aspects of context and their consideration by the examined applications. The table shows that the applications vary greatly in terms of what sources of context are taken into account and what types of adaptations result from the additional contextual information. It can also be seen, that only a few applications make use of the full range of the six aspects of context.

<table>
<thead>
<tr>
<th>Application</th>
<th>Individuality</th>
<th>Time</th>
<th>Location</th>
<th>Activity</th>
<th>Relations</th>
<th>Environment</th>
<th>Type of adaptation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAMB [4]</td>
<td>-</td>
<td>-</td>
<td>x</td>
<td>x</td>
<td>-</td>
<td>x</td>
<td>visual adaptation</td>
</tr>
<tr>
<td>ContextContacts [16]</td>
<td>x</td>
<td>-</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>-</td>
<td>context-based options</td>
</tr>
<tr>
<td>ContextType [6]</td>
<td>x</td>
<td>-</td>
<td>-</td>
<td>x</td>
<td>-</td>
<td>-</td>
<td>adaptation of user controls</td>
</tr>
<tr>
<td>CRUSE [7]</td>
<td>x</td>
<td>(x)</td>
<td>x</td>
<td>x</td>
<td>-</td>
<td>-</td>
<td>context-based options</td>
</tr>
<tr>
<td>Diabetes Health Assistant [17]</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>(x)</td>
<td>-</td>
<td>-</td>
<td>contextual augmentation</td>
</tr>
<tr>
<td>Hapori [8]</td>
<td>(x)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>context-based options</td>
</tr>
<tr>
<td>Preference &amp; Communities [27]</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>(x)</td>
<td>x</td>
<td>x</td>
<td>context-based options</td>
</tr>
<tr>
<td>TEA [5]</td>
<td>-</td>
<td>-</td>
<td>(x)</td>
<td>x</td>
<td>(x)</td>
<td>(x)</td>
<td>depends on application</td>
</tr>
<tr>
<td>Undistracted Driving [9]</td>
<td>-</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>-</td>
<td>context-based options</td>
</tr>
</tbody>
</table>

There have been identified four areas for using context in mobile applications and interfaces: (1) contextual augmentation, (2) context-based options, (3) visual adaptation of the displayed information, and (4) the adaptation of user controls.

On a meta-level, context data can also be used to adapt the device’s functionality or state and thereby the interface as a whole. For instance it is possible to change the user profile or the operational mode (e.g. flight mode) [5]. However, the changes made here, generally result in contextual adaptations that fall into one of the four categories mentioned above.

Table 1 compares all applications examined in this work with respect to the sources of context they utilize. The table shows that (a) the applications strongly vary in their set of utilized sources of context, that (b) the most commonly used contextual information is activity and location, and that (c) only two of the applications take all aspects of context into consideration. Further, the adaptations made based on the additional contextual information are different from application to application.

While this work does neither pretend nor attempt to give an exhaustive and complete overview of all existing applications, the comparison of the given example applications illustrates how different the current approaches to context awareness are - both in terms of sources of contextual data and the type of adaptation.

One of the most common use cases for context nowadays is the selection or presentation of context-based options to the user. Also, the augmentation of data with contextual information is a popular way to create additional meta-data (e.g. for photos). A very interesting but rare application area is the adaptation of user controls. This is particularly attractive, as different situations require different input methods and as every user displays slightly different input patterns and behaviour.

5 Discussion

Where does context-awareness make sense? As modern mobile devices and especially modern smartphones are equipped with a wide range of possibilities for gathering contextual data it may be tempting to make every application context-aware. However - as seen from the examples - not every context-aware application makes use of the full range of possibilities. Furthermore, as will be highlighted by this discussion, context-awareness is not always useful. This is due to the fact that (a) the detection and recognition of contextual data is not trivial when it comes to more complex correlations and (b) not every information is useful for all applications. Further, the constant sensing of contextual data needs additional energy which is generally limited with mobile devices. Finally, the extraction of meaningful cues from the contextual raw data can be computationally intense and also produce large amount of data if to be stored in a context history.

Nevertheless, for certain applications, context is a very valuable source of information that can be used to greatly improve usability. However, today’s technical possibilities not always succeed in fulfilling the desires of researchers and developers. One of the main problems is, that the collected contextual data can not fully represent the user’s situation. While everything that is happening directly to the device can be sensed rather precisely, information about the environment usually is rather vague. It is simply not possible to capture a holistic picture of the surroundings (nearby devices, people, services, properties and characteristics of the physical environment, etc.).

An interesting field of research would be to increase the networked interoperability of different devices. This could for example allow to recognize (or estimate) how many people are around based on their smartphones communicating their presence to each other.

Besides, the user’s mental state (emotions, intentions) can currently not be captured directly. Yet, this today missing information would open up completely new possibilities.

Additionally, it would be desirable to generalize context recognition. The recognition of all contextual information generally gets merged to identify a specific situation. As most applications try to identify situations based on the context to provide the user with exactly what he/she needs at that moment, it would be helpful to have a central instance for context recognition on the device. If for example the mobile device’s operating system would identify situations and provide them directly to application developers (as with battery state, user preferences, etc.) it would be much easier to work with contextual information.

One thing that must not be forgotten when talking about contextual information is privacy. This becomes clear especially with applications that share the user’s context with other devices or persons. An example of a possibly critical amount of shared information is given by ContextContacts [16]: the application displays not only the location of other users but also how much time they spent there so far. This can be something, the user does not always want others to be able to see. The more information about the user’s current situation gets collected, the more personal and sensible details can be deducted. Applications using context have to find a balance between context and security. Who can access the user context? How can respective rights be managed? Where does the information get stored?

Context can definitely help to improve usability and comfort when interacting with mobile interfaces. However, context alone can not produce good value and more context does not automatically mean better applications. The data about the current situation, relations, the environment and activity should only be used when the application (and ultimately the user) really benefits from it. Otherwise unnecessary resources in development and while running the application may be wasted and the user may even be overwhelmed by contextual output from the device. Even worse, the simple display of contextual information alone may be ignored completely by the user (as observed...
by Oulasvirta et al. [15]). In general it can be said, that contextual adaptations work best when subtle and straightforward: access context information only if the user can be expected to benefit from it in a substantial way.

6 Conclusion

This paper has examined several context-aware mobile applications to identify the possibilities for mobile interfaces to adapt to the user’s current context and situation. There have been identified six conceptual sources of contextual data (individuality, time, location, activity, relations, environment) and an extended definition of context, comprising all six aspects has been provided. There have been identified four general ways to adapt a mobile interface to context: (1) augmentation of existing data and interface elements with contextual information, (2) the provisioning of context-based options to the user, (3) the visual adaptation of the interface or certain interface elements to the current situation or activity, and (4) the adaptation of user controls.

Further, two ways to gather contextual information have been identified: (1) directly from within the application by evaluating and analysing data from sensors and other sources of context and (2) from a context-middleware that mediates between hardware and application and provides abstract, transparent access to context data (e.g. in form of abstract ‘situations’). In the discussion, critical points regarding context have been presented and also interesting fields for future research have been identified.
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Measuring User Actions
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Abstract— In this paper we give an overview over currently employed methods to quantitatively model the user in HCI. We outline the history of user models in HCI and highlight current developments in this area. Furthermore we show how researchers extract models from experimental data and how they are applied to interface optimization problems. Finally, we discuss the current state of research and compare existing models. Our review identified a lack of arbitrary models for three-dimensional movements and we show directions for future research to close this gap.

Index Terms—User Model, Perception Model, Human Computer Interaction, Information Theory, Fitts’ Law, Steering Law, Throughput

1 INTRODUCTION

Designing beautiful and effective interfaces has always been a challenge in human computer interaction. While the beauty of the interface is largely up to the user’s opinion, effective interfaces are often achieved using guidelines and best practices. As an alternative, or complimentary to these qualitative measures, there is a quantitative way to describe how effective a user interface can be operated. Models that try to match the movement, capabilities and potential of humans can be used to predict how fast and accurate a user can interact with the computer. Furthermore this allows us to show how much information can be transferred between human and computer.

The importance of the study of human movement was already recognized early in scientific literature. In 1899 Woodworth studied the accuracy of voluntary movement, observing it from a psychologists point of view [38]. With the introduction of information theory by Shannon et al. the exchange of information was modeled mathematically as a communication channel for the first time [35]. This lead to an uprise of quantification of perceptual and motor functions. ‘The information capacity of the human motor system in controlling the amplitude of movement,’ by Fitts [15] was initially published with the intention of quantifying human motor capabilities in one dimension, but developed to be one of the most important models of human computer interaction. Other researchers also developed models for the rate of information processing based on the same foundations, most notably Hick & Hyman [19] who established a model for decision taking. Interestingly the adoption of these laws has been very divergent. Fitts’ Law dominates the field of human models in HCI. Other models, for example, by Meyer et al. [26], who described a movement as composed of two sub-movements, were less successful. Also, rather than using Fitts’ Law to measure the information capacity, it was also used to predict movement times for pointing tasks.

\[ MT = a + bID = a + b \log_2 \left( 1 + \frac{D}{W} \right) \]  

A common notation of Fitts’ Law can be seen in equation 1, where \( MT \) is movement time, \( D \) is the distance to the target and \( W \) is the width of the target. The parameters \( a \) and \( b \) can be determined by linear regression and relate to throughput. The logarithmic part is commonly referred to as the index of difficulty (ID), and is expressed in the unit Bits. A concept of human computer interaction as a communication channel emerged. Researchers also adapted the existing laws to more complex modalities. MacKenzie et al. were the first to adapt Fitts’ Law to two dimensions [24] to make it usable for current input systems in HCI. Simultaneously to these predictive models for human performance, descriptive models were developed that tried to show how users interacted with a device. One of these models was the GOMS model [10], which split a task into goals, operators (actions), methods (sequences of operators) and selection rules (when does a user apply which method). These models allowed to estimate a tasks complexity and whether it is easy to execute. Other models, like the Keystroke-Level-Model [10] tried to span the gap between predictive and descriptive models. KLM did this by allowing only certain operators and assigning execution times to these operations. The sum of the execution times for a task can be determined easily. In this paper we will focus on predictive models, because they allow for quantified optimizations of interfaces.

2 MODELING THE USER

Predictive models for human interaction focus on a single aspect of the user that can be modeled, allowing the complexity of the human biology to be broken down into simple and easy to use formulas. This allows the researcher to focus on the characteristic of the user that he deems important. When a more complex model of the user is needed, these partial models can also be combined [13].

2.1 Movement Time

In current research the most common goal is to model how long a user takes to finish a task. In human computer interaction, these tasks usually incorporate moving or pointing a cursor.

2.1.1 In Two Dimensions

A lot of research is currently focused on the prediction of movement time between a starting point and a target rectangle. This is due to most of the current input systems being two dimensional, target-to-target systems. Examples for these kind of systems are touchscreens, as implemented in current smartphones, or the WIMP metaphor in current desktop environments.

\[ \theta \]

\[ W \]

\[ H \]

Fig. 1: Fitts’ Law task in two dimensions. [4]

As stated in Section 1, MacKenzie et al. were the first to adapt Fitts’ Law to two dimensions [24]. Figure 1 shows such a two-dimensional task. The participant started at the cursor and had to click the square of width \( W \) and height \( H \) as fast as possible. They compared several new definitions for the index of difficulty for two-dimensional tasks and extracted the best-fitting ones for their new model. To cater for the increased dimensionality, they introduced the apparent width \( W' \)
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which is calculated from \( W, H \) and the approach angle \( \theta \) as seen in Figure 1. A minimal model using \( W_{\text{min}} = \min(W, H) \) was tested as well. Both of these models yielded approximately the same results for two-dimensional movements.

While MacKenzie’s model was very successful, only a few different configurations were used in their experiments. This was catered by Accot et al., who refined the models for two-dimensional pointing by assuming the task to consist of an amplitude and a directional pointing task [4]. Thus, they proposed a model that predicted the movement time for an amplitude pointing task when height tends to infinity and a directional pointing task when width tends to infinity. They proposed several euclidean norms that satisfy these constraints as new indexes of difficulty and tested their validity against their own data and data of other researchers. They concluded that the model best fitting all data was an euclidean model defining the index of difficulty as seen in 

\[
ID = \log_2 \left( \frac{D}{W} + \frac{H}{W} \right) + csin\theta \tag{7}
\]

Figure 2 shows a trajectory based movement and the according corridor.

A model for these kinds of movements was first implemented by Accot and Zhai in 1997 [1] and is now commonly known as the Steering Law. The concept of the speed-accuracy tradeoff was continued in this model. They derived this model from a goal passing task, by increasing the number of goals and decreasing the distance between them. The basic equation was the same as Fitts’ Law (still modeling the interaction as a speed-accuracy tradeoff) but an integral over the width of the tunnel was used as the index of difficulty formulation as seen in Equation 5. The findings were validated by multiple experiments that were executed by 13 participants. Additionally it was possible to model the speed of the user at any position on the path using the local version of the law (Equation 6). Here \( C \) denotes the curve, \( W(s) \) the width of the tunnel at the position \( s \) and \( \tau \) an empirically determined constant.

\[
MT = a + b \int_C \frac{ds}{W(s)} \tag{5}
\]

\[
v(s) = \frac{W(s)}{\tau} \tag{6}
\]

In theory, this law should be scale-invariant. This means that scaling down an experiment should not influence the movement time. Accot and Zhai showed that this is not the case [3]. Similarly to Fitts’ Law, the Steering Law gets less precise when massively scaling the experiment up or down. This is due to the fact that the motor joint combination shifts or the control precision becomes the limiting factor. Still, scaling has much less influence than changing the index of difficulty.

Another model that predicted performance for trajectory-based movements has been developed by Cao et al. [8]. This research focused on pen-based interaction (especially gestures). Based on investigations of human handwriting, they built their gestures from straight lines, smooth curves and corners. They experimentally validated their models for each of the segments and created a model by adding up the partial times.

### 2.1.2 In Three Dimensions

Currently human computer interaction in three dimensions is becoming more and more common. There are several interfaces that can take input from the user in three dimensions. An example is the Kinect, a widely used input system developed by Microsoft. Current research tries to adapt the models to multiple dimensions.

The first attempt to model Fitts’ Law in three dimensions was done by Murata and Iwase in 2001 [28]. They registered that the variance in movement time for a three-dimensional pointing task increased notably and could not be explained by current implementations of Fitts’ law. To cater for the increased degrees of freedom, they performed their experiments with a variety of 8 approach angles \( \theta \), using two-dimensional circles as targets that were attacked in the direction of the angles, in front of the participant. For the index of difficulty they derived Equation 7. Here \( D \) and \( W \) again denote target distance and width.

\[
ID = \log_2 \left( \frac{D}{W} + 1 \right) + csin\theta \tag{7}
\]
The increased degrees of freedom in three-dimensional movement also allowed for new types of interaction. Instead of touching targets with a finger, Kopper et al. investigated human performance in distal pointing tasks [21]. Distal pointing means pointing an input device at an interactive display in a distance, a common example is pointing with a Nintendo Wii controller. The model that was derived by Kopper used angular measurements to form the new Equation 8 for the index of difficulty. In this equation $\alpha$ is the angular amplitude of movement, $\omega$ is the angular size of the target and $k$ is a constant power factor. This equation implies that the angular sizes, instead of the linear sizes of targets influence the difficulty of a distal pointing task.

$$ID = \left(\log_2 \left(\frac{\alpha}{\omega^k} + 1\right)\right)^2$$

A similar pointing task but using another part of the body was evaluated by Zhang et al. [40]. They created a model for dwell-based eye-pointing tasks. They highlighted the difference in the transmission path of the electric signals that control the muscles in the eye. In contrast to hand or body movements the spinal nerve system is not incorporated in this task, solely the cranial nerve system. Additionally stabilizing an eye cursor is practically impossible because of involuntary eye jitter. This lead to the definition of the index of difficulty as stated in Equation 9. $D$ and $W$ are again target distance and width, $\mu$ is an empirically determined constant that defines a minimal target size. In contrast to other definitions this is not scale-invariant, since scale-invariance is not a property of eye-controlled interfaces.

$$ID = \frac{e^{\alpha D}}{W - \mu}$$

Other types of movement can be modeled in three dimensions as well. In the original publication about the steering law, its application for three dimensional movement already foreshadowed as Accot and Zhai highlight ‘moving in 3D worlds’ as a possible task for the application of their model [1]. Although the paper itself concentrated on two-dimensional movements, extending it to three-dimensions could be done by extending the tunnel from two to three dimensions.

![Fig. 3: Experimental setup for steering tasks in 3D. [22]](image)

Liu et al. revisited path steering in three dimensions in 2011 [22]. They not only used a six-degrees-of-freedom stylus, but combined it with a head tracked stereo display showing the task in 3D. The virtual representation of the pen had an offset from the physical device, thus motor space and visual space were separated, like in two-dimensional steering tasks with a mouse. With this setup, they modeled the task as moving a cursor ball through a semi-transparent tube of a fixed diameter. Figure 3 shows the experimental setup. By using a cursor ball, they decoupled the steering of position and orientation. As they modeled their task in a plane, it allowed them to rotate the task around the x and y axis by the angles $\alpha$ and $\beta$. Because of the fixed width of the tunnel, the index of difficulty according to the steering law (Equation 5) should have only been dependent on path width and length. Liu et al. found that this theory does not hold for three-dimensional tasks and showed that curvature of the path as well as the orientation of the path also contributed to the index of difficulty of a steering task. Based on their experiments they proposed a new model for steering tasks in a 3D environment using $\alpha$, $\beta$, and the curvature of the task $\rho$ as shown in Equation 10.

$$MT = e^{a + b \beta + c \rho + d \cos \alpha + e \cos \beta + f \sin \beta + g \cos 2 \beta + h \sin 2 \beta}$$

(10)

It is important to note that, although the task itself was designed in three dimensions, the described trajectory lay on a plane and was therefore two-dimensional. A model for arbitrary movements in three dimensions does not exist yet.

Using a similar setup as in the previous work Liu et al. also investigated the performance of object pursuit tasks in a VR environment [23]. In this interaction task, the users were required to track a ball, moving with a uniform velocity, using a tracker they held in their hands. The ball stopped when the cursor of participant moved outside it and started again once the participant had focused it again. They proposed that these kind of tasks can be broken down to a tracking phase and a correction phase, that happened when the user loses focus on the ball. They proposed and validated Equation 11 as an prediction for the movement time, where $L$ is the length of the path the target traveled, $v$ is its speed and $W$ its width. The model has only been evaluated for targets moving in linear or circular paths.

$$MT = \frac{L}{v} + e^{a + b \beta + c \rho + d}$$

(11)

### 2.2 Error Rate

When carrying out studies about models for movement time one wonders whether the participants never miss targets and what happens to erroneous trials. Usually, when testing for movement time, the participants are requested to execute the experiment as fast as possible, but keep the error rate below a certain level (for example 4% for the original Fitts’ Law experiments [15]). Experiments that do not fall below this error rate are filtered from the results. Additionally a lot of user interfaces are not used in agreement with movement time laws, because users might exercise extra care or hastiness. Knowing how many errors happen with such interfaces can be important, for example when designing buttons in safety critical applications where speed matters as well as safety.

In 2008 Wobbrock et al. highlighted that no research up to this point had extracted a predictive error model from Fitts’ Law [36]. They showed that Fitts’ Law mathematically implies an equation for pointing errors, not only a spread of hits. Their findings were based on work that shows that rapid aimed movements have a normal distribution around the target’s center [16] and the fact that Fitts’ Law applies to rapid errors, not only a spread of hits. Their findings were based on work that shows that rapid aimed movements have a normal distribution around the target’s center [16] and the fact that Fitts’ Law applies when the error rate is at a certain level. Equation 12 shows the error model they derived, where $erf$ is the Gauss error function and $MT_e$ is the movement time of the user. $W$ and $D$ denote the target width and distance. They showed experimentally that this model held over a range of target distances, sizes and movement times.

$$P(E) = 1 - erf \left( \frac{2.06 e^{\frac{W}{2} \left(2 \frac{MT_e - a}{b} - 1\right)}}{\sqrt{2}} \right)$$

(12)

Similarly Buierd et al. proposed a new form of Fitts’ Law, that describes the model as a time-error tradeoff rather than the classical time-accuracy tradeoff [17]. Equation 13 shows their definition of error rate, where $q$ and $p$ represent adjustable coefficients. To verify their findings they used the data provided by Fitts in the original experiments and performed additional experiments.
\[ P(E) = \frac{MT}{q} \]  

(13)

As models got more complex over time Wobbrock et al. also adapted their error model to pointing tasks in two dimensions [37]. Based on their previous research [36] they extended their model to use bivariate normal distribution for the endpoints. The equation for the error rate therefore was no different from Equation 12. They validated their findings in a study with 21 participants and showed that their error model held for two-dimensional tasks. Their results also concluded that bivariate normal distribution produced a similar match as the univariate distribution.

An improvement from simply predicting error rates for pointing tasks was presented by Banovic et al. [6]. They showed how the cost of errors \( C_r \) and the time needed to recover from an error \( MT_{C} \) influence the completion time for a two-dimensional pointing task. Equation 12 from Wobbrock et al. was used to estimate the probability \( P(E) \) of an error and the Steering Law. Zhou et al. provided a model in [41] that predicted the movement time \( MT \). They estimated the expected completion time as seen in Equation 14. This equation included that the users adapt the way that they execute target-directed pointing when time-based penalties for errors are introduced.

\[ CT = (1 - P(E))MT + P(E)(MT + C_r + MT_{C}) \]  

(14)

Other research focused on the deviations from the optimal path for the Steering Law. Zhou et al. provided a model in [41] that predicted standard deviation from the optimal trajectory for a fixed movement time. To do this they proposed an experiment where movement time \( MT \), the tunnel width \( W \) and length \( L \) were defined for the participants. Their hypothesis was that similarly to pointing tasks, the standard deviation is related to average movement speed and the tunnel width as seen in Equation 15. Note that they were only defining standard deviation, not out-of-path movement which would be the equivalent to errors in pointing tasks, although they measure the out-of-path movements in their experiments. They also did not show how to extract out-of-path movements from the standard deviation.

\[ SD = a + bW + c \left( \frac{L}{MT} \right) \]  

(15)

### 2.3 Throughput

Throughput is another aspect of the user that can be modeled in human computer interaction. Throughput relates to the amount of information that can be transmitted between a human and the computer when using a certain input device for a specific task. Throughput is also called index of performance (IP) and is measured in \( \text{Bits/s} \).

In respect to Fitts’ Law there exist two definitions of throughput: Equations 17 and 16. Equation 17 is the theoretical definition of throughput defined by the Shannon Formulation. Equation 16 is the definition that is widely used in practice. Both allow estimating and comparing performance for certain limbs as done by Balakrishnan et al. [5], who computed throughputs for several parts of the human upper limb in a pointing task. Equation 16 has even been used in ISO 9241-9 to provide a standard for input device evaluation.

\[ TP = \frac{ID}{MT} \]  

(16)

\[ TP = \frac{1}{b} = \frac{ID}{MT - a} \]  

(17)

Zhai et al. highlighted that Equation 17 as the choice of IP to quantify motor performance was suboptimal [39]. Their goal was to identify the minimum number of parameters needed to characterize input performance for pointing tasks and concluded that the intercept \( a \) needed to be used as well as the slope \( b \). They highlighted that not only the slope \( b \) of the regression line influences performance, but the intercept \( a \) does as well. In previous research the intercept \( a \) was attributed to different interactions, for example the initial adjustment of the hand on the mouse or the time needed for button presses. Zhai et al. identified some additional non-information aspects of pointing that were possible sources of a non-zero \( a \), for example reaction or activation processes of the human motor system.

Olafsdottir et al. built on this research and discussed further whether the intercept \( a \) needed to be included in the calculation for throughput as seen in Equation 17. Additionally they showed that the order in which aggregation and throughput calculation is done influenced the result for throughput [30]. This influence is called Jensen’s Inequality. They showed that the traditional way of calculating throughput through Equation 16 failed invariance tests and since research was using different orders of calculation and aggregation, the resulting values for throughput were rarely comparable. They proposed a systematic investigation of these issues and believed that the Jensen’s Inequality is a general methodological issue.

Aside from extracting throughput from the index of difficulty and the movement time of participants there were also other approaches that focused on calculating throughput from other sources. For information channels throughput is defined as the rate of successful message delivery, meaning the message has been reproduced and received exactly as planned. Similarly throughput in human computer interaction can be defined as the human ability to exactly reproduce a movement [33]. As the throughput of a motion can be modified intentionally by its performer, most of these works cope with information capacity. Information capacity is the maximum throughput the user could have transmitted with.

![Fig. 4: Recording the ballet dataset, a sequence and its repetition. [33]](image-url)
nervous system to estimate the information capacity of limbs. One of these works looked at the information capacity of the thumb and index finger in communication [25]. This allowed to optimize hand gestures, for example for American Sign Language (ASL). To extract the information capacity, they estimated how many poses can be reliably communicated from the brain to the hand, without being altered by noises occurring in the human nervous system. They concluded that the brain can deliver a maximum of ten bits of information to the thumb and seven bits of information to the index finger. Based on these results they estimate the information capacity of the hand at 150 bits per second.

2.4 Perception

Former research has commonly modeled user perception in a descriptive manner. Based on the target of finding which arrangement of menu items was the easiest for users, Card researched what perceptual models were employed by humans when they searched through linear menus [9]. He found that instead of searching linearly through the menu, the user rapidly focused random parts of the screen with fast eye movements called saccades. From this he derived a model for the mean time to detect a targeted menu item that is shown in Equation 18, where \( p_s \) is the probability of finding an item with a single saccade and \( T \) is the fixation time after a saccade. Both of these variables were experimentally extracted.

In more recent research, cognitive architectures like ACT-R or EPIC were used to simulate cognitive and motor processes. Hornof and Halverson used EPIC to model search in hierarchical menus [20]. They implemented a reproduction of the task environment, cognitive strategies and the perceptual features of the menu items in the framework and let it predict eye movement and search time. Although the results were satisfying according to the authors, there was not enough data released to reproduce their experiments.

In [18] Halverson and Hornof extend their research to be no longer restricted to hierarchical menus. They proposed a new minimal model, which only used three assumptions about search strategies: (1) Eye movements tend to go to nearby objects, (2) fixated objects are never always identified and (3) eye movements start after the fixated objects are identified. They again implemented these assumptions in the EPIC framework and validated their new model with an experiment. This minimal model adapted to the task better than the previous model.

However, not only the performance of perception can be modeled, the perception of performance can be predicted as well [29]. Nicosia et al. extracted a model for the perception of performance for an aimed movement task. They showed how changing the index of difficulty for such a task influenced the perception of the users performance and extracted a mathematical model that predicted whether the user registered a performance difference in his or her task. The probability of noticing a difference of \( x \) in ID is defined in Equation 19.

\[
p(x) = \frac{1}{1 + e^{-(ax+b)}}
\]

3 Creating Models

Following this review of predictive models, we want to show how models are extracted and adapted from data collected from studies. Usually this is done by collecting the data, creating a theoretical model for this data and then using linear or non-linear regression to validate it by fitting a curve [24]. Outliers, meaning data that differs significantly from the rest, are removed in the process. The regression is used to extract the parameters of the model from the experimental data. For Fitts’ Law these parameters are \( a \) and \( b \). Regression is chosen because it incorporates many goals of the researchers: It is computed rapidly and it allows to easily adapt model fit by introducing additional parameters.

Several frameworks exist to help with this process. They allow to investigate the relationships between dimensions and visualize the distribution and key figures of the independent variables [27]. This assists in extracting the theoretical model, because it allows the researcher to see which variables correlate with the measured data. Some of these frameworks are even specialized on regression models for human computer interaction, for example the ‘Movement Time Evalua- tor’ by Scheldbauer [34]. These frameworks also help the researchers to create and record experiments and graphically explore the recordings.

Another approach is to generate the regression model automatically. Oulasvirta presented an algorithm that iteratively builds a model from collected data, based on observations that have been made in human computer interaction: (1) Particular operations on terms are favored, (2) the number of predictors is small, (3) a linear prediction can serve as an initialization for search and they are typically based on averaged point data [31]. Extracted models take the form as seen in Equation 20.

\[
Y_i = \sum_{j=1}^{M} b_j f_j(x_i) + e
\]

In his paper he calculated several best fitting models for historical studies employed by other researchers in the human-computer-interaction field. He showed that the automatic model extraction yielded better results (meaning a significantly higher correlation coefficient) than some of the models proposed by the original authors.

4 Applications

Applications for the predictive models are manifold. At first Fitts’ Law and its derivatives were mostly used to compare the efficiency of limbs of the human body [5]. It showed that the hand has significantly better throughput and error rate that other limbs. A similar study, but focused on different input devices was executed with the Steering Law for trajectory tasks [2]. The study showed that mouse and a tablet with stylus were superior input systems for trajectory tasks compared to a trackball, touchpad and trackpoint. As evaluations like these were the initial purpose of the laws, since they were quantifying the accuracy of human movement, these kind of applications were diverse. A similar study was done by Cockburn et al. to compare several methods of helping the user to acquire small targets by mouse [12]. He compared the expanding, sticky and goal-crossing targets metaphors that were employed to aid the user to select small targets. He showed that all of these techniques improved the task completion time and that Fitts’ Law could be employed for all of them.

In more recent research, Fitts’ Law was often used to optimize the movement times in user interfaces. Dunlop et al. proposed a method to optimize on-screen touch keyboards based on three goals [14]: minimizing finger travel distance by moving keys using Fitts’ Law, keeping the keyboard close to a standard QWERTY layout and introducing ambiguity to improve automatic error correction through spell checks. Such optimizations can be seen in Figure 5. They showed that the users performance with such a optimized layout can approximate the performance with an QWERTY keyboard without the user having as much familiarity with the new layout.

Oulasvirta et al. also optimized touchscreen keyboards, with their focus lying on split keyboards for two thumb entry [32]. They used a
Table 1: Model Overview: This table shows that most of the research is focused on two-dimensional aimed pointing movements. In Proceedings of the SIGCHI conference on Human factors in computing systems, pages 1–8. ACM, 2001.

<table>
<thead>
<tr>
<th>Researcher</th>
<th>Year &amp; Publication</th>
<th>Task</th>
<th>Prediction</th>
<th>Predictors</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grossmann</td>
<td>2005 [16]</td>
<td>2D Aimed Pointing</td>
<td>Movement Time, Throughput</td>
<td>P(h)</td>
<td></td>
</tr>
<tr>
<td>Bi</td>
<td>2013 [7]</td>
<td>2D Aimed Pointing</td>
<td>Movement Time, Throughput</td>
<td>D, σ, σ</td>
<td>Touch input only</td>
</tr>
<tr>
<td>Banovic</td>
<td>2013 [6]</td>
<td>2D Aimed Pointing</td>
<td>Movement Time including Errors</td>
<td>P(E), MT, MT</td>
<td></td>
</tr>
<tr>
<td>Wobbrock</td>
<td>2008 [36]</td>
<td>2D Aimed Pointing</td>
<td>Error Rate</td>
<td>W, D</td>
<td></td>
</tr>
<tr>
<td>Murata</td>
<td>2001 [28]</td>
<td>3D Aimed Pointing</td>
<td>Movement Time, Throughput</td>
<td>D, W, θ</td>
<td>All targets in a plane</td>
</tr>
<tr>
<td>Accot</td>
<td>1997 [1]</td>
<td>2D Trajectory Based</td>
<td>Movement Time, Throughput</td>
<td>C, W(s)</td>
<td></td>
</tr>
<tr>
<td>Cao</td>
<td>2007 [8]</td>
<td>2D Trajectory Based</td>
<td>Movement Time</td>
<td>Building Blocks of a curve</td>
<td></td>
</tr>
<tr>
<td>Zhou</td>
<td>2009 [41]</td>
<td>2D Trajectory Based</td>
<td>Standard Deviation from Trajectory</td>
<td>W, L, MT</td>
<td></td>
</tr>
<tr>
<td>Liu</td>
<td>2011 [22]</td>
<td>3D Trajectory Based</td>
<td>Movement Time, Throughput</td>
<td>α, β, ρ, L, W</td>
<td>Trajectory in a plane</td>
</tr>
<tr>
<td>Oulasvirta</td>
<td>2013 [33]</td>
<td>2D/3D Trajectory Based</td>
<td>Throughput</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kopper</td>
<td>2010 [21]</td>
<td>3D Distal Pointing</td>
<td>Movement Time</td>
<td>α, ω</td>
<td></td>
</tr>
<tr>
<td>Zhang</td>
<td>2010 [40]</td>
<td>3D Distal Pointing</td>
<td>Movement Time, Throughput</td>
<td>D, W</td>
<td>Eye, All targets in a plane</td>
</tr>
</tbody>
</table>


predictive model for movement time between the keys as well, adapted to two-thumb input and based on Fitts’ Law. They found that alternation between thumbs and same-side tapping with the dominant hand were the fastest kinds of typing. The resulting layout proved to be superior to a full-width QWERTY keyboard by about 30%.

Another focus of research was the performance of the user with menus employed in current systems. Cockburn et al. use a combination of Fitts’ Law for movement times and the Hick-Hyman Law for decision times [13]. They compared several menu layouts and showed that hierarchically arranging the items is superior to flat arranging.

5 DISCUSSION

Now, after we have highlighted several models and their applications, we want to discuss the state of research of models in human computer interaction. For this purpose we created Table 1 that gives an overview over all models included in this paper that somehow model human movement.

All except of a few models (Cao, Liu, Mao and Oulasvirta) work with Shannon’s speed-accuracy tradeoff formula or are derived from it. This shows that the speed-accuracy tradeoff is a proven and flexible concept that can be adapted to a lot of situations. Usually only a redefinition of the index of difficulty is necessary to model a new task.

Of all tasks, the one the most researched is aimed pointing in two dimensions (Accot, Banovic, Bi, Grossmann, McKenzie, Wobbrock). This probably originates from Fitts’ Law that also handled rapid-aimed movements. As two-dimensional pointing is very common in current computer-interaction tasks. We have introduced models for aimed pointing and trajectory-based tasks in two and three dimensions. Other models are rather adoptions than built from the ground up. In more recent years this has changed, because there have been more efforts to quantify user interactions in HCI. The research of Liu et al. indicates that Fitts’ Law could be at its boundaries for three-dimensional tasks.

In conclusion the review of user models in this paper has shown that most research focuses on the approach that Fitts’ Law introduced. This leads to a relatively slow rate of innovation in this field as new models are rather adoptions than built from the ground up. In more recent years this has changed, because there have been more efforts to quantify user interactions in HCI. The research of Liu et al. indicates that Fitts’ Law could be at its boundaries for three-dimensional tasks. To really advance the field, future research should focus on more diverse modeling to be able to describe more complex tasks, for example in ubiquitous computing or virtual reality.

6 CONCLUSION

In this paper we have presented several predictive models for human-computer-interaction tasks. We have introduced models for aimed pointing and trajectory-based tasks in two and three dimensions. Other modeled tasks include distal pointing and object pursuit. We have also presented ways to determine the information capacity of the human-computer channel. We discussed how these models are created and can be applied to optimize user interfaces.
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Simplification of Human-Robot Interfaces

Lukas Ziegler

Abstract—Advances in robot technology have increased the presence of robots in our daily lives and the demand on human-robot interaction (HRI). The efficient and intuitive interaction between humans and robots has evolved to an essential part in the construction of human-robot interfaces. In this study we observe what has been accomplished in previous works and evaluate which metrics and common approaches have been found so far, allowing the reader to build upon the expertise of previous studies. The goal is to summarize principles for designing efficient and easy-to-use user interfaces, to give an overview of recent developments and to analyze current trends. These findings can be used for constructing simpler and user-friendlier interfaces, leading to a higher overall human-robot performance. Possible use cases are amongst others the remote camera control.

Index Terms—HRI, interfaces, situation awareness, usability, simplification, metrics, guidelines

1 INTRODUCTION

Already since the late 20th century robots became more present in our daily lives, and in recent years the direct interaction between humans and robots also became more omnipresent. This trend towards a collaborative team-work of humans and robots is the foundation for this paper. The research field for human-robot collaboration is relatively interdisciplinary, the focus in the following will be on the research area of human-robot interaction (HRI).

The first public discussion of problems in HRI was in 1940 by Isaac Asimov [3], in which he stated the first three laws of robotics: 1) A robot may not injure a human being or, through inaction, allow a human being to come to harm. 2) A robot must obey the orders given to it by human beings, except where such orders would conflict with the First Law. 3) A robot must protect its own existence as long as such protection does not conflict with the First or Second Law. These laws were published, although no robots existed yet at the time. The vision was a safe interaction between humans and robots. In the years since these laws were created, robots were mainly used for industrial and military use cases [19]. Of importance was the automation of complex tasks, for which humans would require more time. Industrial robots used to be locked away from direct human interaction, allowing them to execute their tasks at a higher speed and precision, as humans ever could.

Due to recent advances in technology, the use of robots to extend and complement human capabilities increased. In various areas in our society robots became more present and are gaining a higher impact on our daily lives. Robot vacuum cleaners are offered in discounters, complex surgeries are run with the aid of robots, and numerous research labs are working on robots to work alongside humans, for example in kitchen environments [23]. While well established car manufacturers, like Volvo, Audi, BMW, and Toyota, are working on semi-autonomous driving cars, Google is already experimenting with autonomous self-driving cars [25, 21].

Since robots are evolving to more omnipresent machines, the demands on user-friendliness also increase. Back in the days when robots with human interaction were mainly used for military purposes or for urban search and rescue (USAR), the quality of the user interface wasn’t as important as now. All operators were specially trained before using the robots and a well-designed prototype of an interface was usually enough. However we are currently at a stage where robots are about to make the transition from being well-designed prototypes to becoming solid real-world products for the consumer market. The competition on the consumer market is much harder and the demands on usability will ever increase.

A study from Yanco et al. in 2004 [27] showed that 30% of the interaction time was spent with acquiring or maintaining situational awareness. Situation awareness refers to the human’s comprehension of the robot’s environment and state. A higher situation awareness implies a faster completion of a given task. This is also the reason why we focus on finding guidelines for the creation of simple and easy to use interfaces. User-optimized interfaces allow the user to acquire
a higher situation awareness of the remote environment, leading to a faster completion time and a more efficient usage of the robot. This shows the demand and importance to further work on and improve interfaces in HRI.

In addition to this trend, the recent explosion of touch interfaces and the herewith combined development of simpler and easier-to-use interfaces already began to show its influence on this area of HRI. Users desire simpler interfaces with more natural means of interaction, based on touch-, gesture- or voice-based input technologies. In related work from Keyes et al. [17] this transition from keyboard- and joystick-based input devices towards touch-based user interfaces is described. Their study showed that using touch-based interfaces does not degrade the performance, but actually slightly improves the overall performance.

The rest of this paper is organized as follows: Section 2 covers related work and section 3 states human issues having an impact on HRI. Section 4 introduces metrics to measure the performance and efficiency of human-robot interfaces, which will be the base for deriving principles for simplification in Section 5. Section 6 applies selected metrics and guidelines to a real world example. In Section 7 recent trends in the interface design of HRI will briefly be discussed. A conclusion complements this paper.

2 Related Work

To get a basic understanding of HRI and the related aspects of usability, an overview of previous works relevant to this paper is given. The publication from Chen et al. [6] gives an extensive overview of the whole research area of HRI, the paper form Jaschkowitz [15] originated from the last years Media Informatics Advanced Seminar and introduces the reader in a structured way to navigational tasks.

For an introduction to HRI with a focus on usability and the simplification of interfaces, the papers from Yanco, Drury and Baker are of interest. All of them worked on related topics already around ten years ago. The publication form Yanco et al. [27] in 2004 deals with the human issues to attain SA and introduced metrics to measure SA implicitly and explicitly. Baker et al. [4] analyze the characteristics human operators show when using human-robot interfaces. Their study has shown that users rely heavily upon the video stream, "to the exclusion of all other information on the interface" [4]. In the paper from Drury et al. [9] methods from human-computer interaction (HCI) and USAR are applied to HRI. To help their analysis, they followed a very fine-grained definition of awareness and describe a taxonomy of HRI-related characteristics.

For good foundation papers to measure the performance of human-robot interfaces, the publications from Goodrich, Olsen and Fong are relevant. Goodrich and Olsen [13, 20] introduced metrics to measure the efficiency of interfaces. Fong et al. [11] try to find common metrics for HRI and discuss the need for a toolkit for HRI metrics. In spite of the age of these papers, they are still relevant to current analysis. For metrics measuring quantitative team performance, see Singer et al. [22].

Micire's PhD thesis [18] and the chapter from Keyes et al. [17] are ideal to analyze the evolution of joystick-based interfaces (first introduced in [4], see figure 3) to interfaces supporting multi-touch interactions. The different revisions and aspects influencing the design decisions can be seen.

3 Human Issues

Understanding the influence human issues have on the way we perceive and interact with remote robot interfaces is of fundamental importance. In the following we will characterize and quantify a few of the most relevant human issues influencing the remote control of robots.

A variety of human factors influence the way we perceive interfaces for remote controlling a robot. The broadest categorization of human issues is on the level of remote manipulation and remote perception, as described in [6]. Remote manipulation is a fundamental part of the robot operator's task. It describes tasks required for the manipulation and navigation in the remote environment. The second aspect, the remote perception, focuses on the human side of the remote perception and is essential for effective teleoperation. The challenge in remote perception is mainly due to the decoupling of the remote environment from the physical (human-centered) environment.

To start off with, we will first give a brief overview of some widespread human issues, and thereafter limit our focus to one issue, being most relevant to this paper. The five human issues found in literature by Chen et al. [6] include: motor skills (intentional movement to perform a goal-orientated task), obstacle detection (the cognition of obstacles in the remote environment), building mental models of the remote environment, distance estimation, and situation awareness (awareness of what is happening in the surrounding).

For this paper human issues based on remote perception and situation awareness (SA) are of higher importance, since the focus lies upon the evaluation and simplification of interfaces. Of course multiple factors play a role in this domain, however the degree of remote perception and the attained situation awareness are good indicators for determining the quality of human-robot interfaces. The other human issues listed above play a subordinate role. A poor interaction with the interface influences the attainable SA.

The most widely accepted definition of SA was introduced by Endsley in 1995. Endsley distinguished between three levels of SA: "The perception of elements in the environment within a volume of time and space (level 1 SA), the comprehension of their meaning (level 2 SA) and the projection of their status in the near future (level 3 SA)" [10]. For the purpose of HRI we will work with a more specific definition consisting of five different categories of awareness, introduced by Drury et al. [8], in the following cited directly from the source.

1. Human-robot awareness: the understanding that the humans have of the locations, identities, activities, status and surroundings of the robots. Further, the understanding of the certainty with which humans know the aforementioned information.

2. Human-human awareness: the understanding that the humans have of the locations, identities and activities of their fellow human collaborators.

3. Robot-human awareness: the robots' knowledge of the humans' commands needed to direct activities and any human-delineated constraints that may require command noncompliance or a modified course of action.

4. Robot-robot awareness: the knowledge that the robots have of the commands given to them, if any, by other robots, the tactical plans of the other robots, and the robot-to-robot coordination necessary to dynamically reallocate tasks among robots if necessary.

5. The humans' overall awareness: the humans' understanding of the overall goals of the joint human-robot activities and the measurement of the moment-by-moment progress obtained against the goals.

As mentioned by Singer and Akin [22], SA can refer to three different perspectives of awareness: "that of a human supervisor referring to knowledge of overall mission operations, that of a robot control operator referring to knowledge of the robot's immediate environment and obstacles, and of the robot's awareness of its own environment". Although all three perspectives cohere, we will discuss situation awareness as the knowledge an operator has from the robots' immediate environment. From these five categories of SA, the human-robot awareness and the humans overall awareness are most relevant to the analysis in the following, because their focus is on the operators' awareness, in contrast to criteria 2 to 4. This grouping of awareness allows us to better evaluate criteria for designing user-friendlier interfaces.

4 Metrics

In this section we will deal with metrics used to measure the performance and efficiency of interfaces. Only when we know which element of the interface causes a problem, then we can strive to find
solutions and work on improvements. The goal is to reduce cognitive load for acquiring situation awareness and thereby enhance the ability to navigate more precisely in remote environments.

Goodrich and Olsen [13] introduced five metrics to measure the efficiency of interfaces, being summed up and described in the following. The metrics serve as a foundation for the simplification of interfaces based on empirical data. The first two metrics are directly measurable, while metrics three to five can be derived from the previous.

1. **Neglect time (NT)** is "a measure of how the robot’s current task effectiveness declines over time when the robot is neglected by the user" [13].

2. **Interaction time (IT)** refers to "the amount of time required before performance rises from threshold to peak performance" [13], after having focused on a secondary task.

3. **Robot attention demand (RAD)** resembles the amount of time a robot demands in total and is given by $\text{RAD} = \frac{\text{IT}}{\text{NT}+\text{IT}}$.

4. **Free time (FT)** measures "how much time is left over for other tasks and is given by $\text{FT} = 1 - \text{RAD}^+$" [13].

5. **Fan out (FO)** is a measure for how many secondary tasks "can be effectively handled by a human" [13]. One use case would be operating of multiple robots in parallel by one human operator. FO depends on RAD and has an upper bound of $\text{FO} \leq \text{RAD}^-$.

Another way to measure the performance of a robot was summarized by Singer and Akin [22]. This approach first measures task specific metrics and subsequently measures the performance of the team (human + robot) as a whole. The overall ranking states how well the main objective was fulfilled. In literature numerous metrics to measure the interaction performance are mentioned. To only list a few of those metrics, performance can be measured by the number of collisions, the mean time between failures/collisions, the robot’s resource usage or by the task dependent reliability or overall reliability. Kannan [16] suggests calculating the mean time between interventions (MTBI) or by the resiliency to failure. Schreckenghost introduced a work efficiency index (WEI), measured using the NASA-TLX model (only useful for a priori analysis). For an overview and discussion of these and further metrics, refer to "A Survey of Quantitative Team Performance Metrics for Human-Robot Collaboration" by Singer and Akin [22]. For most surveys the five metrics from Goodrich and Olsen are sufficient. In the next step we will carry on and use these metrics to construct and evaluate good interfaces for human-robot interaction.

### 5 Simplification of Interfaces

In the following, we will look at common principles being used to improve and simplify human-robot interfaces. At first findings from individual studies are presented and in the second half a collection of best-practices for simplifying robot interfaces are gathered.

#### 5.1 Analysis

Baker et. al [4] recommend making suggestions the user on which *autonomy mode* he should be using. First of all, it is important to differentiate between and implement different autonomy modes, allowing the user to decide by himself how much control and effort he wants to put into a specific task. The INEEL system  works with four autonomy modes: teleoperation, safe, shared and autonomous (see the far right side of figure 2). The teleoperation mode allows the operator to have full control of the robot, leading to the highest cognitive load for the user. In safe mode the operator still is in charge of the commands, but the robot will prevent making collisions. In shared mode the robot only takes directions, where to navigate to, and the robot will take care of getting there safely. The autonomous mode resembles a mode of full automation, where the operator does not have to interact with the interface. Differentiating between autonomy modes, does not only give the operator a more fine grained control of navigation, but also significantly reduces the cognitive load.

Furthermore the authors recommend simplifying and reducing the amount of visual clutter on the interface itself. The first step is to differentiate between controls and indicators. It is important for the user to know with which icons he can interact and what is only intended for the transmission of status information. Another step towards improving the interface can lead through providing two types of panels: one greatly simplified interface for most users (clean and reduced to a minimum) and one for expert users (with lots of information for debug purposes, typically used for development purposes). The goal for both interfaces, but especially for the end-user interface, is to reduce the amount of always visible status information. Most information can be hidden from the foreground and only displayed when it becomes relevant, such as uptime, battery level, geo coordinates of remote location, machine time or software version. These kind of system relevant information can be extracted and displayed when needed through prioritized system alerts. Other measures for the simplification of human-robot interfaces include sensor fusion (combining sensor data into one unified representation) and ranging information (aligning information around the video stream).

When further extending upon these ideas, one can also priorize and fuse data from multiple sensors (sensor fusion). Displaying the data from all available sensors would normally lead to a cognitive overload and would not create any additional value. One example would be to use the distance sensors to detect obstacles, but to only visualize a warning, using visual overlays blended into the video stream, when the warning becomes relevant to the user. This notification can be coupled with the autonomy mode and only be triggered, when the interface is running in teleoperation mode, to prevent foreseeable collisions.

In a follow up publication from Drury and Yanco [9], they summarize the previous work from Baker et al. and state four high-level guidelines. The goal is to enhance awareness and reduce cognitive load on the user, while providing help in choosing the best autonomy mode for the robot and increasing the efficiency of every single task. All these aspects lead to an increased overall performance. When following these steps and focusing on reducing the visual clutter on the interface, an increased efficiency for HRI should be the effect.

1. **enhance awareness**
2. **lower cognitive load**
3. **provide help in choosing robot modality (autonomy mode)**
4. **increase efficiency**

From the work of Yanco et al. the following recommendations can be derived. After first evaluating map-centric interfaces they quickly saw the advantages of video-centric interfaces. This led to the strong
usage of video streams for acquiring SA. Their research has shown that "users rely heavily on the main video screen and very rarely notice other important information presented on the interface" [18]. Therefore they put all important information on or near the main video panel.

![Image of UML USAR interface](image)

Fig. 3. The original UML USAR interface design [4] with an enlarged video stream and lots of the ranging information displayed on or near the video stream.

With the growing popularity of multi-touch interfaces this kind of input device was also analyzed for HRI. Their result is, that multi-touch interfaces do not degrade performance.

Minor weaknesses in the UI were eliminated through iterative design and evaluation cycles. Especially with the distance panel there was a need for improvement. In the first versions the users had problems interpreting the distance information correctly, since it still used a map-centric approach to display the distances. Their refinement involved the change to a more user-centric panel, which rotates when the operator pans the camera. This led to a reduced cognitive load and allows the users to match obstacles form the distance panel with the video content from the video panel.

When following the recommendations from Baker et al., the simplified version of their interface gets close to the approach seen in figure 5. RoBrno’s interface follows the suggestions of a clean and simplified user interface. All irrelevant information is hidden from the operator, the user can fully concentrate on the video stream and thus acquire a high situation awareness, in turn leading to less errors and a higher overall performance. In RoBrno’s interface they also followed the suggestion from Baker et al. [4] to place all important information on or besides the video stream.

5.2 Guidelines

To complement the previous analysis, a collection of recommendations for designing a good remote robot interface can be found in the following. These guidelines originate from several referenced papers, amongst others [4, 9, 17]. In order to develop an easy-to-use and user-friendly interface, taking the following guidelines into consideration is of importance.

- provide consistency
- provide feedback
- use a clear and simple design
- ensure the interface helps to prevent and recover from errors
- follow best-practices and real-world conventions from other applications (touch or mobile interfaces)
- implement a forgiving interface, allow for reversible actions
- enable efficient operations with low demand on time
- map or at least monitor of where the robot is and has been
- fuse sensor information to lower the cognitive load
- minimize the use of multiple windows
- give spatial information about robot environment
- give suggestions for correct autonomy level
- show a reference frame to determine the relative position
- indicators of robots’ health and state, including which camera is being used, the position(s) of the camera(s), traction information and pitch/roll indicators
- a view of the robots’ body, in order to inspect for damage or entangled obstacles. Being able to see the robots’ chassis enhances awareness
- enable an understanding of the robot’s location in the environment
- show moment-by-moment progress of activities for a better understanding of the overall mission
- design the video screen as large as possible and locate the most important information on and around the video screen
- use a small crosshair to indicate the current direction of the camera
- add a rear-looking camera for reverse movements to enhance awareness
- design robots to come up with their own resolution plan when getting stuck or errors occur
- allow for varying levels of robot autonomy and suggest the best mode to the user, when it will improve the overall performance

6 Practical Evaluation

The transfer of the theoretical concepts from previous sections to concrete interfaces from literature is the goal of this section. The focus will be on the University of Massachusetts Lowell’s (UML) Urban Search and Rescue (USAR) interface introduced by Baker et al. in 2004 and subsequently improved over the years. In Micire’s PhD thesis [18] there is a good evaluation of the subsequent improvements, with reasons why they improved certain elements.

The UML USAR interface (see figure 3) was introduced and developed by Scholtz, Yanco and Drury, and subsequently improved with several usability studies over the years. Their original interface design was based on the INEEL interface (see figure 2). The first improvements on designing their follow-up interface included:

1. The automatic recentering of the camera, after making pan and tilt operations.
2. Placing ranging information directly around the video stream, instead of creating a new panel.
3. Working with system alerts, in order to hide not always relevant information from the foreground.
4. Making suggestion for the best suited autonomy mode.
5. Including a map of the environment, to enhance SA. However working with maps turned out to be in need for improvement, as we discuss later on.
6. Allowing customizations of the interface.
7. Adding sensors to the rear of the robot.
8. Aggregating multiple sensors via sensor fusion.

The evolution of their UML USAR interface throughout the following years, was described in [17] and the most important milestones are visualized in figure 4. The first version (see topmost) is already based on the video-centric design approach, it includes a rear camera view and a map-based distance panel. The second version (see middle) reordered the panels and thereby gave the video stream more focus. In order to enhance awareness, they migrated the distance panel into a perspective view, in order to reduce cognitive load. The last improvement on the still joystick- and keyboard-based UML USAR interface
(see bottom) includes the replacement of the distance panel through a zoom mode inspired panel. "Instead of boxes, lines are drawn around a scale model of the robot based on sensor information" [17]. These improvements were made to enhance the human-robot awareness. The next upgrade to the UML USAR interface involves the switch to a multi-touch based interface, being the main focus of Keyes' PhD thesis.

But before looking at this migration, we will have a quick look at RoBno’s interface (see figure 5) and compare it with versions one to three of the UML USAR interface (see figure 4). Both interfaces are joystick-based and follow a video-centric approach. For RoBno’s interface they chose to use a fullscreen video mode, instead of working with multiple panels. This design decision was mainly due to the use of head-mounted displays instead of normal desktop monitors. Two similarities include the use of a cross-hair for signalizing the offset of the current view from the robot’s driving direction and prioritizing and combining sensor information, being displayed on top of the video stream itself. Another interesting aspect is that they worked with two different display modes, one optimized for usability and one used for development purposes. The original interface, used for development purposes, turned out to be too complex and even being hindering for the four HRI guidelines introduced in section 5. The simplified version of the interface reduced the cognitive load and the amount of not-so-important data, which would normally overload the operator. The interface you see in figure 5 represents the simplified version.

Keyes et al. [17] describe the transition from the joystick- and keyboard-based UML USAR interface to an interface solely based on multi-touch technology (see figure 4). The goal of the further development was to build a visually identical interface to the previously joystick-based USAR interface. The main differences between both interface types are the ergonomics and the degree of direct manipulation. Due to the high degree of freedom of multi-touch interfaces the problem of "emergent behavior", describing "unintentional or surprising combinations of behaviors"[18], arises. This presents a higher demand on interface designers, since users with different backgrounds will try to use different ways of interaction (motions inspired from joystick, buttons, track-pads, piano keys, touch typing, and sliders). But besides this limitation the use of multi-touch interfaces brings significant improvements with it. Interactions are easier-to-learn and the ability of direct interactions are superior to other technologies (no additional layers of abstraction, resulting in a lower cognitive load). The results of Keyes’ study is that touch-based interfaces do not degrade the overall performance, but actually slightly improve on it.

To complete this chapter, we will recap a few things to keep in mind. Lowering the cognitive load and enhancing awareness should be the most important aspects in developing a user-friendly interface. Optimizing the time needed for every single task, and providing help to the user, are all elements which increase the overall performance and usability of an interface. As seen in the previous examples, providing help in choosing the right autonomy mode, providing a simplified panel, using sensor fusion and displaying only relevant information directly near the viewer perspective, are all critical steps to improve the human-robot awareness and the humans overall awareness usability, depicted in section 3.

7 TRENDS

Before concluding this paper, we will have a brief look at some recent trends in HRI useful for designing interfaces. Throughout the last years a trend towards larger displays, richer video feeds (in terms of resolution and frame rate) and the use of multi-touch tabletops, tablets and smartphones as input devices, is observable. In addition to this trend, the recent explosion of touch interfaces and the herewith combined development of simpler and easier-to-use interfaces already began to show its influence on HRI, a development to which the iPhone has a significant share. Users desire simpler interfaces with more natural means of interaction, based on touch-, gesture- or voice-based technologies [18].

As already seen in Micire [18] the use of multi-touch interfaces adds a significant improvement to the user-friendliness and also slightly to the overall performance. Micire sees "a strong indication that this anatomy-based design is a good approach and additional improvements should be investigated". Throughout the last years the use of gestures and human voice commands, to interact with robots, has also increased. Stiefelhagen et al. [23] use speech recognition, multimodal dialogue processing, gesture recognition and the recognition of the users head orientation to create a whole new way of robots working alongside humans in the kitchen.
The work from Teller et al. [24] combines many of the present trends in a unique way. They developed a multi-ton robot forklift, which is able to operate alongside human personnel. The robotic forklift works with three types of inputs: a multimodal tablet, local sensing (containing distance sensors) and the direct interaction with humans through voice-commands and gestures. In their prototype, humans even have the ability to climb inside the robot during operation and overtake manual control. The combination of this variety of interaction types opens completely new possibilities. A more natural and intuitive collaboration between humans and robots is not far away anymore. When we look back to the three laws published by Isaac Asimov in 1941, that robots may not injure a human being, must obey their orders and protect their own existence, research got much closer to these in the beginning very visionary goals.

For further in depth information about current state of the art interfaces in HRI, have a look at the publication from Aryania et al. [2]. They deliver a good overview, discussing new trends in industrial robot controller user interfaces. Aroca et al. [1] work with smartphones to achieve smarter robots and a better usability. Cheng et al. [7] work on Kinect- and gesture-based interactions for HRI.

8 Conclusion

In this study we observed what has been accomplished in the area of human-robot interfaces so far, and evaluated what metrics are available to measure the performance of user interfaces interacting with robots. The goal was to summarize principles from literature, allowing the reader to build upon the knowledge of previous studies, with the ultimate goal of creating simpler and user-friendly interfaces, leading to a higher performance for the end user. The focus of this paper was limited to acquiring situation awareness, yet many of the concepts and trends can be transferred to other human issues.

The significance of this paper is the recapitulation of several HRI interfaces from the last 15 years. At first we looked at what was a standard ten years ago, what problems they encountered, how the interfaces were iteratively improved and what is currently being referred to as state of the art. This knowledge is essential when wanting to build sleek and simple user interfaces for future robot applications. Without the knowledge of the past, the same mistakes are made over and over again, being the reason why we wanted to sum up the previous recommendations in literature. The goal was to find guidelines for the simplification of remote robot interfaces.

Furthermore we want to make an appeal for a stronger focus on the user-friendliness of robot interfaces. Not solely due to the increase in interaction performance, but due to recent developments of what is becoming standard for commercial users. There is a transition from the usage patterns of desktop computers, using a mouse and keyboard, towards touch- and gesture-based interactions. Users are already used to, and will soon be expecting, the standards of the web and smartphone industry. The trend is clear: Wherever more consumers are confronted with technological products (previously being reserved for technology-savvy people) the usability standard of the product rises. The prediction that HRI will become more mainstream and more consumers will be interacting with robots, clearly states the demand for the research and development of simpler ways to interact with remote robot interfaces. The current work of previously cited authors include experiments with direct manipulation (to be able to send a robot to a specific point) and with a big focus on multi-touch interaction methods [18]. My suggestions for the development of upcoming robots is to put a higher focus on the usability of the interfaces, since it will not only increase the overall performance of the robot, but also strengthen the customer loyalty and customer relationship.
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Usability Aspects of Remote Camera Control in Film Production
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Abstract—This paper focuses on the remote camera control issue in film production and tries to identify the usability problems for the camera operators who will control the camera-robots. We understand remote camera control as a subcategory of human-robot interaction. For the identification of the usability problems the general knowledge and recent findings in human-robot interaction field will be examined. Camera operators in film sets are the people who will use these robots, therefore information about film production and roles in the camera department will be introduced in order to understand the current working ways of camera operators. These two fields will be brought together in an effort to find out the potential and existing problems. The analysis will be done on two remote camera examples (IRIS and Scorpio) which have different working principles.
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1 INTRODUCTION

When director Alfonso Cuarón spoke of his ideas for a new space film featuring zero gravity shots, he heard many discouraging words. Even fellow director David Fincher thought that his vision of weightlessness was not compatible with today’s technology and advised him to wait five years [6].

However, the technology Cuarón needed already existed in the motion control robot called "IRIS". IRIS (seen in figure 1) is a new and high level tool for motion control by Bot&Dolly1. By using four IRIS robots, Cuarón was able to simulate zero gravity for his film and shoot the film the way he wanted. His film, entitled "Gravity", hit the theaters in fall 2013 and was a big success. It grossed 716 million dollars worldwide [2] and won academy awards for ”Best Achievement in Cinematography”, ”Best Achievement in Directing” and five other categories [21].

Advances in robotics enable the building of a new generation of cameras and tools, which allow the filmmakers to film shots that were not possible before (for example the rolling camera motion used in Gravity). However, since this technology is new and high-level, it also introduces usability problems for the people who will have to operate them, for example in navigation related issues. Some remotely controlled cameras are navigated by operators via software. Camera operators, who are responsible for the actual usage of a camera in film sets, are not experts in working with such software or interfaces. Therefore, they can face usability problems while working with these robots.

Human-robot interaction is a fairly new and growing research field. Although robots are not as commonly used in daily life as science fiction writers imagined years ago, more and more research is being done in this field. Human-robot interaction has many application areas, ranging from urban search and rescue [39] or space exploration [13] to military [4].

By studying the production process in films and by applying the findings from human-robot interaction to remote camera control, the problems that are likely to arise in the future can be identified. This will help improve production and provide user support.

The aim of this paper is the identification of usability problems for the camera operators in film sets. Since these tools are robots, evaluation of the usability aspects require knowledge on human-robot interaction. Chapter 2 will be about the human-robot interaction field and contain information on important aspects in human-robot interaction. Chapter 3 will cover professional film production, the roles in film sets and will emphasize the similarities between the roles in Human-robot interaction and film production.

1 http://www.botdolly.com/system

Fig. 1. IRIS by Bot & Dolly, the motion-control robot used in Gravity2

Robot Interaction and film production. Chapter 4 will bring these two subjects together, examine two different types of remote cameras and focus on the usability issues regarding robot-cameras. A discussion about the topic will be given in chapter 5. The last chapter will summarize the paper.

2 HUMAN-ROBOT INTERACTION

In this chapter general knowledge for describing and evaluating human-robot interaction will be given so that it can be applied to the field of remote camera control (see chapter 4). This general knowledge will include the levels of automation, programmable robots, the task metrics for robots, the roles in human-robot interaction and the operator performance issue.

2.1 Levels of Automation in HRI

Parasuraman et al. described automation in a general context as ”to what degree the robot can act on its own accord” and defined a scale consisting of ten different levels of automation [27]. Their scale ranged from the human controlling the robot completely (teleoperation) to the robot being fully autonomous.

Goodrich and Schulz argued that when creating a scale of autonomy, the level of interaction between the human, the robot and the degree to which each is capable of autonomy is also important. They defined a new scale with an emphasis on mixed-initiative interaction, which describes ”a flexible interaction strategy, where each agent can contribute to the task what it does best” [1, 14].

Their scale, which can be seen in figure 2, was optimized for human-robot interaction. This scale ranges from direct control to dynamic autonomy.


2http://unifiedpoptheory.com/wp-content/uploads/2012/06/Bot_Dolly_IRIS-e1341358285329.jpg
Automation ranges from teleoperation (the robot offers no assistance, the operator does it all) to full autonomy (the robot decides everything and acts autonomously, ignoring the human).

The level of required autonomy depends on the task the robot was designed to perform. Planetary surface exploration robots like the Mars Curiosity should be able to decide on certain actions themselves [35], since the territory they operate in is not fully known and real time communication with a human operator is not always possible. However, robots used in other fields, for example camera-robots in film sets, do not necessarily need any such decision capabilities, since they operate in a known environment and they have to follow orders given by human operators without any change.

![Levels of autonomy with emphasis by Goodrich and Schulz](image)

**Fig. 2.** Levels of autonomy with emphasis by Goodrich and Schulz [14].

### 2.2 Programmable Robots

The levels of automation that were introduced in the previous chapter were for non-industrial robots. Another class of robots are the industrial robots, which are designed to assist humans in industrial settings [14]. These types of robots are programmed by the humans beforehand to reproduce the programmed movement once or more depending on the task.

The programming methods of industrial robots are divided into two categories: online and offline programming [26]. In online programming, the robot is manipulated by the human to the desired positions and orientations. It is suitable for uncomplicated tasks with simple geometry but the performance or precision is dependent of the motor skills of the operator. In offline programming, the programming is done on a computer via software, enabling more precise movements. It also has other advantages in terms of improved performance and reduced downtime [5], but requires experience with the software or tools.

### 2.3 Task metrics in Human-Robot Interaction

In order to analyze and evaluate human-robot interaction, Steinfield et al. listed five tasks as metrics for task-oriented mobile robots [34]. They chose these tasks because they can be applied on robots with different levels of autonomy. These categories are perception, navigation, management, manipulation and social. Navigation means the movement of the robot, perception is understanding the environment, management describes the coordination of actions, manipulation stands for the robots interaction with the environment and social measures social interactions.

#### 2.3.1 Perception

Steinfeld et al. describe perception as “the process of making inferences about distal stimuli (objects in the environment) based on proximal stimuli (energy detected by sensors)” [34]. They define two main tasks involved in perception: interpreting sensed data and seeking new sensor data. They divide perception metrics in two categories. Passive perception means the interpretation of the sensor data, whereas active perception measures performance on recognition tasks.

#### 2.3.2 Navigation

In most human-robot interaction scenarios featuring a mobile robot, navigation is a fundamental issue. Steinfield et al. divide navigational tasks into three categories, which are global navigation, local navigation and obstacle encounter [34]. Global navigation means that the overall location and the environment of the robot should be understood. A robot designed to operate in deserts might not have the necessary tools or parts to operate in other environments, for example urban terrain. Local navigation is the second category and describes a more detailed information about the environment for example the stairs or people. The last category is obstacle encounter. Obstacle encounter describes how the robot should handle situations where an obstacle prevents it from navigating as planned.

#### 2.3.3 Management

Management means the coordination of actions of humans, robots and the used resources. Using the most suited robot for a task within an optimal time frame would be an example of good management.

#### 2.3.4 Manipulation

Robots working in unknown or unmapped environments may need to interact with the environment. These interactions can be motions such as grasping, pushing, lifting etc.

#### 2.3.5 Social

Robots designed for social tasks need to interact with humans. Such robots have a wide potential range of application fields from entertainment to health care [16].

### 2.4 Roles in Human-Robot Interaction

The roles in human-robot interaction describe what kind of a relationship the human has with the robot. Scholtz originally defined three roles: supervisor, operator and peer. She then added a mechanic role and divided the peer role into a bystander and teammate role [29, 31].

#### 2.4.1 The Supervisor Role

The supervisor role in human-robot interaction is quite similar to the supervisor role in human-human interaction, whereas the supervisor monitors the situation but does not need to operate the robot by him/herself. The supervisor’s main job is to evaluate the situation and check if the tasks are being completed efficiently and correctly. In cases where there are more than one operating robot, the supervisor may need to work with multiple robots at the same time.

#### 2.4.2 The Operator Role

The operator controls the robot. For any type of robot which has the least possible amount of automation (teleoperation), the operator role is essential, whereas robots with full autonomy do not require operators. The operator needs to have at least basic knowledge about the robot’s capabilities and the interaction interface. Lack of such knowledge may result in unsatisfactory results or extended task completion times.

#### 2.4.3 The Mechanic Role

The mechanic makes physical changes or alterations on the robot, such as repairs or adjustments. Therefore he/she should be located in the same environment as the robot.

#### 2.4.4 The Bystander Role

The bystander does not always need to interact with the robot, but he/she needs to be able to predict the robot’s behavior so that the robot can achieve its task without any interruptions.

#### 2.4.5 The Teammate Role

The teammate interacts with the robot in order to achieve a certain goal together. Scholtz explains in [29] that the term teammate should not imply that the robot and the human is equal as the name might suggest, rather both the human and the robot contribute skills according to their ability.

### 2.5 Operator Performance

In this section the parameters for operator performance measurement according to Steinfield et al. will be presented [34].
2.5.1 Situational Awareness

First issue in operator performance is situational awareness. Endsley describes situational awareness simply as "knowing what is going on around you" [8]. Basically everyone can have a degree of situational awareness. As Endsley suggests, someone sitting idly under a tree can have an idea of what is going on around him/her, but the focus should be set on people who need a certain degree of situational awareness while trying to achieve a goal or perform a task. The kind of information the subject needs is also relevant. For example for a firefighter entering a burning building it is important to know how many people might be there and where they are likely to be, but it is irrelevant to know if the building is owned by. By taking account this extended information, Endsley makes a more formal definition of situational awareness as "the perception of the elements in the environment within a volume of time and space, the comprehension of their meaning and the projection of their status in the near future" [7]. Scholtz argues that although performance and situational awareness are related, they are not directly correlated [29] (Meaning it is possible for someone to have good situational awareness and perform poorly or vice versa).

Situational awareness consists of three levels [9]. Level one describes the perception of cues (simple recognition of items). Level two is the ability to bring the pieces of information together and evaluate relevance of the information to the task. Level three is being able to predict future events based on the perception and evaluation of the current situation.

2.5.2 Mental Model

Another important issue is the mental model. Klimoski and Mohammed refer to the term mental model as "a general class of cognitive constructs that have been invoked to explain how knowledge and information are represented in the mind" [18]. In simpler words, mental models describe how a person represents a situation in his/her mind. Mental model accuracy is important since a correct mental model can reduce cognitive load and enhance learning [19].

2.5.3 Workload

The last issue in operator performance is (mental) workload. Based on Moray’s mental workload concept [22], Wickens describes mental workload as "the relation between the (quantitative) demand for resources imposed by a task and the ability to supply those resource by the operator" [36]. In simpler words, workload can be understood as the amount of work the person has to deal with. There are a number of factors influencing workload. Automation of the robot is one of them. The more the robot is able to decide for itself, the less work the operator has to do. Whether the robot decides well is another issue. Also the human-robot ratio in a team is an important workload parameter. In application scenarios where a single operator controls multiple robots, the workload is significantly higher. Prewett el al. described guidelines and propositions for reducing operator workload in human-robot interaction [28].

The most well known tool for measuring workload is the NASA Task Load Index (NASA-TLX), which uses the following six dimensions: mental demand, physical demand, temporal demand, performance, effort and frustration level [16].

Rosemarie E. Yagoda developed a tool for measuring workload specifically in human-robot interaction [38]. Her argument was that the conventional measurement tools like the NASA-TLX did not assess the workload attributed to the system configuration and did not consider the robot-team dynamics. She used five attributes for the evaluation of workload: task, system, team process, team configuration and context. It should be noted that this tool was designed for the operators to evaluate their own workload.

3 Film Production

In 2013, worldwide box-office grossed more than 30 billion dollars [10]. A research made by Stephen Follows based on the data from the international movie database (IMDb) shows that in the 50 highest grossing films for each year in the past 20 years (from 1994 to 2013 with a total of 1000 films), there was an average of 588 crew working in a film [12].

3.1 Roles in the Camera Department

Follows’ research also shows that in average 55 of the 588 people in the crew work in the camera and electrical department (IMDb lists these two departments together), making the camera and electrical department the third biggest department (sharing the third place with the art department) in a film set. The biggest is visual effects with 156, the second "other crew" with 103. 2013 film "Now You See Me” holds the record for the largest camera and electrical department with 334, six times the average number.

In this chapter the roles in the camera department will be examined in order to bring together the roles in human-robot interaction as described in the previous chapter and the roles that will be introduced here. In this way the knowledge from the human-robot interaction research field can be applied to the relevant application area. The major roles are as follows [11]:

3.1.1 Director of Photography/Cinematographer

The Director of Photography is in charge of the camera and lightning departments. The major decisions on lightning and framing are made by him/her in collaboration with the film’s director.

3.1.2 Camera Operator

The Camera Operator receives instructions from the director of photography or the director and operates the camera accordingly. Traditionally one camera operator does not operate more than one camera at the same time.

3.1.3 First Assistant Camera

The First Assistant Camera’s (also called Focus Puller) job is to make sure the camera is in focus while shooting. Focus change is needed if the actors or the objects that are being filmed move towards or further away from the camera.

3.1.4 Second Assistant Camera

The Second Assistant Camera (Clapper Loader) uses the clapperboard before acting starts in each take. He/she also loads the blank film into the camera before the takes if they are working with an analog camera. He/she is also responsible for the logs kept for the film.

There is also a number of minor roles in the camera department. Loader (takes the film from light-tight canisters and puts them into camera magazines), Camera Production Assistant (basically a trainee), Digital Imaging Technician (responsible from the digital camera), Data Wrangler (transfers the data from the camera to the computer), Steadicam Operator, Motion Control Operator (operates a motion control rig which repeats camera moves for special effects use) and Video Split/Assistant Operator (responsible for the system the director uses to watch videos after each take).

3.2 Similarities of Roles in HRI and Film Production

In order to evaluate remote cameras in film sets in a human robot interaction context, we map the roles Scholtz defined in [31] to the roles in film sets.

The role with the most authority in human-robot interaction is the supervisor role. The supervisor’s correspondent in a camera department would be the director of photography/cinematographer. They are both responsible for monitoring the situation and making sure everything goes as planned. They do not operate the device physically, instead they have a more thinking and planning role. One could argue that the actual director of the film should be mapped with the supervisor role. This would also be reasonable, since the director is in a more advanced position in the hierarchy than the director of photography. However, since we are just talking about the camera department in our task, the director is not really fitting, because he/she is the head of all creative departments.

The second role, the operator, would be mapped to the camera operator (or in cases where there is a motion control operator to the motion...
control operator) role as the name suggests. The focus of this paper will be on the camera operator and the operator roles. They are both responsible for the physical usage of the robot, and the usability problems concern them directly. The major difference is that the operator in human-robot interaction operates the robot remotely, whereas traditionally the camera is held and/or moved by the camera operator.

The role of the mechanic can be mapped to the roles of the camera assistants. Both assistants do not necessarily have the skills required to fix the camera when it is damaged, but they both make physical alterations on the device. The first assistant camera changes the lens focus manually, whereas the second assistant camera loads the blank film into the camera before takes. Since without these roles the camera would not function as wished, it is suitable to map the role of the mechanic to these two roles.

For the teammate role, the description should be remembered. The teammate is described as a person who interacts with the robot in order to achieve a certain goal together. This could imply that the rest of the camera department would be counted as teammates to the robot, since their goal is the same (filming the shot) and they assist each other according to their abilities. However, during filming there is no real interaction between those roles and the camera-robot while filming that clearly fits in this category.

4 REMOTE CAMERA CONTROL
In this chapter, knowledge from chapters 2 and 3 will be applied to the remote camera control field in order to identify potential usability issues. Two-camera-robots with different usage methods will be examined in detail. One of them, IRIS, is preprogrammed and is closer to the industrial robots in human-robot interaction sense while the other one, Scorpio, is teleoperated [33]. We will assume that in both scenarios one camera operator will not control more than one camera simultaneously, as in traditional film making.

4.1 The Operator Role and Usability
The operator is the most relevant role when identifying problems, since he/she is the person who will do the actual remote camera control. Issues which were introduced generally in the previous chapters will be addressed more specifically in the following.

The United States Bureau of Statistics suggest that many camera operator positions require a bachelor’s degree in film related subjects [3]. Since film making shifted from analog to digital in the last few decades, the working principles of cameras also changed. Human skills as communication, creativity or hand-eye coordination are still valid requirements for a good camera operator, but the operator should also have an understanding of how the digital cameras work.

IRIS adopts the offline programming method which was introduced in 2.2 and uses Maya as programming platform. Bill Galusha, a senior producer from Bot&Dolly said in an interview that anyone who is a character animator can use IRIS [15]. However, Scholtz mentions that "the operator must be a skilled user, having knowledge of the robotic architecture and programming" [29]. It could be expected that film school students learn about new technologies and software regarding film. Unfortunately, this only applies to camera operators who went to film school recently. As in most fields, finding a good paying job as a camera operator usually requires good experience. Therefore not all professional camera operators would be familiar with using software, let alone have knowledge of the robotic architecture and programming.

Another camera-robot which is more common and closer to the traditional camera usage in technological spectrum is the Scorpio Telescopic Camera Crane (seen in figure 3). Scorpio is a system developed by Southeast Camera Cranes. Unlike IRIS, Scorpio uses real time teleoperation as the movement of the camera is not preprogrammed. The camera is positioned on a movable crane and the operator stands in front of a control panel. On the control panel there is a monitor where the operator can look through the camera’s view and two handles which are used to move the crane or change the angle of the camera.

Of the five metrics introduced in 2.3, two are applicable to the usability issues in operator level remote camera control field: perception and navigation. Management is not a usability issue in operator level, the allocation of the right robot is not the operator’s responsibility. Manipulation also is not applicable, because in film sets everything is planned with the camera and camera route in plan. The sets are carefully designed by set designers. Therefore the camera-robot shouldn’t have to make any changes in the environment. Social interaction is also an unrelated issue in this field, since the remote cameras are not “social robots”.

4.2 Perception
The emphasis will be on perception related issues. Situational awareness, mental model and workload related issues in this particular context will be discussed here.

4.2.1 Situational Awareness
For the operator role, Scholtz hypothesized that the operator role in human-robot interactions need to have the following information for good situational awareness [29]:

1. The robot’s world model
2. The robot’s plans
3. The current status of any robotic sensors
4. Other interactions currently occurring
5. Any other jobs that are currently vying for the operator’s attention (assuming it is possible to service more than one robot)
6. The effects of any adjustments on plans and other interactions
7. Mission overview and any timing constraints

Most of these points are applicable to remote camera control, with the exception of points 2, 4 and 5. The robot’s plans (2) is not relevant for IRIS, since the robot repeats the movement which was programmed by the human and also not relevant for Scorpio, since it is teleoperated. In both cameras the human makes the plans for the robot and the robot’s plans are exactly the same as given. Also the robot will not have any other interactions currently occurring, rendering the fourth point irrelevant. The fifth point is also not applicable, since the assumption made is not true in this case. Therefore, reaching good situational awareness is easier in remote camera control in comparison to other fields of human-robot interaction.

As Scholtz mentions, Murphy and Rogers defined three drawbacks to tele systems [23], which are:

1. The need for a high communication bandwidth for operator perception and intervention
2. Cognitive fatigue due to repetitive tasks
3. Too much data and too many simultaneous activities

Operators of IRIS and Scorpio have different perception issues. IRIS is preprogrammed, which means that the operator does not have the opportunity to make live alterations but which also means that everything should be modeled beforehand.

Operators of Scorpio work in real-time and see the view of the camera through a monitor. The latency time is the biggest issue in this case, since the operator makes changes in real time. This is exactly the same as the first drawback Murphy and Rogers defined. The second point is also relevant, since the operator may need to repeat the same motion over and over again. These problems are not relevant in case of IRIS. The third point is dependent on the situation in the film set.

With Scorpio, the operators also have a reduced view of the set if they are not co-located with the robot. Although not likely, it can be that they should teleoperate the device from another location, in which case the situational awareness would be low, since they would be limited to the camera’s view. These kinds of problems are more relevant in other fields of human-robot interaction, for example urban search and rescue [30].

4.2.2 Mental Model
A number of parameters can influence human performance. In the case of IRIS, it may be more difficult to build a correct mental model of the device operation. Designing 3D routes in 2D interfaces is challenging even if the person has some experience with it. Computer screens are two dimensional interfaces, designing a route can be most easily done in a bird’s-eye view, which means that the route would always be in the same height. In the case of Scorpio it is much simpler, because learning by doing is supported and it works like a traditional camera, whereas in IRIS it takes more time to program the route, upload it to the robot and see if it behaves as planned.

4.2.3 Workload
It would be possible to apply Yagoda’s workload measurement tool which was introduced in 2.5.3 for human-robot interaction in a hypothetical situation. The task is to control the camera correctly and film the wished shot. The system consists of the robot and the interface. As mentioned in mental model, the operator has to have a good understanding of the system. The team process would be the operator working successfully with the robot. As stated before, it is assumed that one operator controls a single robot, therefore the team configuration would be one. The context would be the film shooting scenario.

The measurement of each attribute is highly dependent on the operator’s experience and skills. For a camera operator with no experience with remote controls or interfaces, the amount of workload for attributes such as task, system and team process are extremely high. IRIS would be a bigger challenge for a camera operator since the movement of the camera is programmed beforehand. It would also be a bigger challenge for the actors. In the example of Gravity, all of the movements of the actors were predefined, which meant they needed precise choreography and did not have much room for improvisation. In comparison to other human-robot application fields, the team configuration is an issue that would reduce the workload of the operator. The context attribute is also low, since there would be no or minimal external factors disturbing the operator.

4.3 Navigation
Applying Steinfeld’s navigation model from 2.3.2 to remote camera control shows interesting results. The first point of the model, global navigation, is vital for remote cameras in film sets. Local navigation is also important. For IRIS, the camera-robot should follow the orders that are given to it exactly, which means that the set should be modeled with high detail. For Scorpio, local navigation is more problematic for the operator if the operator is not in the same location as the camera.

In other application fields of human-robot interaction, the third category of Steinfeld’s model (obstacle encounter) is a major issue. For example in planetary surface exploration the robot has to deal with obstacles frequently, since the terrain it operates on is not fully known. Also in application fields like urban search and rescue, the robot often needs to navigate in or around obstacles such as collapsed buildings, which cannot be mapped beforehand. However, in remote camera control such problems are not relevant. When designing a film set, the position of the camera is one of the most important issues. The route of the mobile camera is also considered before shooting, making the obstacle problem irrelevant. Robot-cameras have a small range of automation. This means that they can not change their course by themselves. If they could, it would change the whole shot, resulting in unwanted or unusable shots.

4.4 Remote Cameras as Products of Design Science Research
Remote Camera Control technology can be seen as a product of design and creation research or design science paradigm. The design-science paradigm derives from engineering [32] and is a problem-solving algorithm. It seeks to “create things that serve human purposes” [20]. These products, also called artifacts, are created in order to solve a problem that exists in an environment using the foundations or methodologies that exist in the knowledge base. These devices are built and evaluated until a satisfactory product is created, as Hevner et al. described in their research framework in [17].

Defining remote camera control devices as a product of design science, sheds lights on what kinds of problems may arise in this area. Oates lists a disadvantage for design and creation research evaluation that is highly relevant to our issue [25]. She argues that the success of an IT artifact is dependent on the researchers being present and the absence of the them may result in the system not working efficiently. This could be highly impractical; imagine in order to do video chat with your smartphone, you need one of developer’s help.

One of the biggest challenges in this issue is that the technology being introduced is quite different from the technology it will succeed. Although both are used for the same purpose (filming) the ways they are used differ. The new technology is used remotely via software or with handles. The researchers of the technology being absent may result in an inefficient usage of the camera by creating major workload.

5 Discussion
Film production is a gigantic industry and innovative filmmakers are always trying to use new technologies that could draw potential viewers to theaters. While some of these innovations, for example sound in films, created new jobs in film production, others, for example the invention of color film, changed the way how people do their job.

In chapter 4, we have seen what might cause problems for camera operators working with remote cameras. I think the biggest and most important issue is lack of experience in working with computer interfaces. As seen in 4.2.3, when the operators are not familiar with such interfaces, the workload is extremely high, slowing down the production process. This is expected, since camera operator is traditionally a "hand-to-hand" job, whereas remote camera control is not. It is also not easy to practice with these robots, since they are extremely expensive and a normal camera operator would not have easy access to one.

Technology is advancing really fast, and remotely controlled cameras might replace normal cameras in film sets. Maybe in 15 years, maybe more, but if they do, the requirements for camera operator jobs will also change. This will lead to new courses in film schools and the experienced camera operators will have to learn to use such technologies elsewhere. Film studios opening courses or workshops for the camera operators could be one possibility in achieving this.

The more advanced remote cameras will become, the cheaper the not-so-advanced versions will be (as it is with every technological device in the market). This means access to them will also be easier. Just a few decades ago, having a portable camera was a big luxury, but then in the '90s handheld portable cameras got really popular and easy to use. Today most people basically carry around a high defini-
tion camera with them (smartphones). It is not unreasonable to think that remotely controlled cameras will also be affordable.

The products may change. The examples that were introduced in this paper are the pioneers in the field. They do not make decisions for themselves, but it is not unreasonable to think of a camera who navigates the set by itself and finds the optimal shot under given parameters and shoots it. They might even react to the actors. For example if the actor decides to improvise and do something unexpected, the camera can find the optimal shot for the situation and shoot the scene. Remote cameras can also be "social robots" in the future. It may be possible to give orders to remote cameras and the cameras could answer back. However, even if the products change, the basic principles will be the same.

One could argue that although film production is such a big industry, the pressure on the camera operator is not as high as it is in some other fields of human-robot interaction. This does not mean that the camera operators have an easy or stress-free job but the camera operator controlling the robot with less than 100% efficiency would lead to delays in production, whereas in fields like urban search and rescue or health care, inefficient usage could lead to fatal results. The goals in remote camera control can be quite different. For example the Mars Curiosity, a 2.6 billion dollar space exploration robot, has 17 cameras [24]. It is designed for scientific goals whereas in film sets the goals are aesthetic. However, every aspect of each remote camera control should be studied carefully so that it can be applied to other fields if needed.

Since remote cameras are fairly new and rather a commercial product, there is not much scientific research done on them. They are also extremely expensive, therefore it is not always possible to test one. Without having access to the product and with such a lack of material, the research on such devices is also extremely hard. Gravity was a pioneering film in remote camera control and there is not much data on the operator's experience or problems which can be used as a starting point.

It is not possible to apply all principles from general human-robot interaction to our problem. Most frameworks use metrics such as the level of decision capabilities of robots or the communication with the human, but in film production with this stage of technological advancement, these topics are only partly relevant. This means most of the research from human-robot interaction is not suited and special research for this context is needed.

6 Conclusion

Advances in technology change a lot of aspects in professional and daily life. The conventional ways of doing specific jobs might change drastically with the introduction of robots. Although we are not yet used to having robots in our daily lives, more and more robots take part in professional fields. This does not necessarily mean that the robots are going to take over peoples jobs, but people in some fields should learn to work with or control robots.

One example for such a field is film production. Camera operators in film sets do not traditionally use computer interfaces or software to control the camera. This produces special usability problems for them. Remote cameras which are controlled by software are not easy to use by camera operators in film sets since the lack of experience creates a high workload for them. Learning by doing is not always an easy solution, since the devices are oftentimes extremely expensive.

In this paper the remote camera control issue in film production was presented based on two different types of cameras. IRIS, which is pre-programmed and used via software, creates a high workload for the traditional camera operators because of the lack of experience. Scorpion, which is teleoperated, creates other usability problems such as latency time or reduced situational awareness when the camera and the operator are not co-located. However, some major issues with pre-programmed robots such as lack of experience is not highly problematic, since learning by doing is supported.
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Do not just use it, feel it: Experience Design - Beyond Usability
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Abstract— The aim of this paper is to define the terms usability and experience design and to work out their features. Regarding usability a detailed explanation of the aspects efficiency, effectiveness, satisfaction and context of use is given. Further the evaluation-method MUSiC is introduced. The second part explains the term experience Design. In this context the term experience is explained and two approaches of user experience are introduced and examined. The first theory is about hedonic and pragmatic quality suggested by Mark Hassenzhal and the second one the three levels of processing from Don Norman. Another focal point will be the relationship between usability and user experience. In this area three approaches are introduced. Depending on the point of view usability is either a part of user experience or the other way around. The third theory which is presented in this context supports the perspective of seeing user experience as an extended term of satisfaction. Furthermore two examples show that it can be useful to neglect usability aspects to create and gain a particular experience.
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1 INTRODUCTION

By now technology is omnipresent in your everyday life and became indispensable. Due to this fact, the research field Human-Computer-Interaction is getting more and more attractive to people. By developing devices to support our daily life, it is essential to consider different aspects like context of use, efficiency and effectiveness. Hence, a product has to be useful. This usefulness can be guaranteed by providing utility on the one and usability on the other hand. With the help of measuring utility, the sufficiency of functional aspects for a device can be examined. It gives the answer to the question "What can I do with this product?". On the contrary usability is focusing on how a product can be used. Is the use of it efficient and effective, users will develop a positive attitude towards the product, this is, they will be satisfied [7].

In his book "Emotional Design" Don Norman [35] talks about the collection of teapots he owns. One of them is completely unusable, because the handle is on the same side as the spout. The second one is due to his unique squat and chubby nature appealing. The third teapot is very functional and therefore difficult to use. Even though not using them on a daily basis, he is very attracted to his teapots. Norman loves watching them and comparing their contrasting shapes. Further they all tell a story out of his life. While one is reflecting his past, his crusade against unusable objects, the other reflected his future, his campaign for beauty. The third one represents a fascinating mixture of the functional and the charming [35]. This example of Don Normans teapots shows, that there is something more than functionality which has to be considered by designing a product. Although at least one of his pots is not usable, he nevertheless is attracted to it and likes to own it and sometimes presents the teapot to friends. This is due to the fact that emotions and experiences are connected to these products. To understand why in nowadays product development besides usability the term experience including user experience also plays a decisive part, these aspects must be examined in greater detail.

This paper marks out the term usability. Therefore the term usability is discussed and defined. Additionally is shown how usability can be measured and the correlation between aspects of measuring are pointed out. Finally the evaluation-method "MUSiC" is exhibited. Beyond usability, experience design is discussed in the second part of this elaboration. User experience is defined and the properties of experience are pointed out. Finally the relation between usability and user experience is clarified.

2 USABILITY

Whereas before the 1980s the use of computers was reserved to a majority of special trained professionals, during this time the importance of personal computers grew. Due to the difficulty of use most people associated the interaction with a computer with frustration and anxiety. Quickly it became clear that this lack of usability has to be changed [12]. Therefore the first concepts for usability have been developed by B. Schackel [40] and formalized into a definition from J. Bennett [3, 41]. Today there are at least three definitions. The Usability Professionals’ Association recommended to view usability as

"The degree to which something - software, hardware or anything else - is easy to use and a good fit for the people who use it.” [1]

As written in ISO 9241-11 the ISO software ergonomics committee defined the term usability as

"The extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use.” [7]

Thus the main goal of usability is to design effective and efficient products.

Whereas this definition focuses on the whole system by measuring effectiveness, efficiency and satisfaction, a much more detailed concept is brought up by Jakob Nielsen [34]. According to Nielsen usability is necessary to gain system acceptability. From this social and practical acceptability can be derived. Usefulness, which is part of the practical side, again includes utility and usability. Figure 1 visualizes this hierarchy and reveals furthermore that the properties Easy to learn, Efficient to use, Easy to remember, Few errors and Subjectively pleasing are requirements for usability. Learnability, which emphasizes that the system should be learned quickly to facilitate users to work with it very fast and quickly, is as well one dimension of usability as efficiency. In contrast to the learning factor efficiency declares how productively users can use a learned system. A further requirement to the system is that it should be easy to remember. Even after a period of time not using it the user should be able to remember how to work with the system. Beyond the explained memorability, a low rate of errors should emerge during use of the system and the user should be able to recover them easily. According to Nielsen satisfaction also is a decisive attribute for usability. In this context it expresses that the user is subjectively satisfied and therefore likes the system [34].

Compared to the ISO definition this view of usability points out, that usability is a quality feature of a product and is independent of context and the person who is using it [7].

Contrary to Nielsens approach, Burmester et al. [7] and Bevan [6] emphasize the importance of context of use. To gain a good quality of a product or system the particular users (for example age, education),
tasks (for instance duration or frequency of a task) as well as environmental issues (technical, physical, social, organizational) have to be kept in mind [5, 7]. Therefore these two aspects of usability can be distinguished by their specific focus [6]. Due to the fact of considering context, this paper is based on the definition of the ISO software ergonomics committee.

2.1 Evaluation of Usability
Measuring usability is important to determine whether a product or system is usable or not. Thus, all interactive technologies are affected by usability, which makes it necessary to be considered during the design process as well as to improve systems. For this purpose professionals developed evaluation methods and reliable metrics [12]. The goals of this process can either be to improve the usability of a product as part of design, or to assess the extent to which usability objectives have been achieved [1]. Defining the context is therefore necessary to measure usability.

2.1.1 Context of use
The context of use includes user, tasks, working appliance and physical and social environment in which a product or system is embedded. [19]. In case of users it is important to know their state of knowledge, skills and properties like gender, age and physical abilities. Concerning the tasks the frequency and duration should be known. The functional scopes of hard- and software-components used as working appliance have to be pointed out clearly [19]. Organizational environment, which is one of the three areas derived from the aspect environment, covers the structure of work (e.g. duration of breaks, single work or group work), companies attitude and culture (i.e. business connections) as well as work design (e.g. users freedom of choice, performance measuring or work pace). Configuration of hard- and software is the main goal of the technical aspect of environment. The physical part describes workspace conditions, for example heat or light, workplace arrangements (space, posture) and protective facilities labeled as safety at the workspace [19].

2.1.2 Usability metrics
As mentioned in the definition part, effectiveness, efficiency and satisfaction are attributes of usability. Besides the context of use this aspects have to be specified to make the measuring of usability possible [19]. In this case effectiveness is related to the accuracy and completeness of achieving objectives, whereas efficiency enunciates the ratio of the degree of goal attainment and the effort going with it. Additionally the third aspect satisfaction, which is measured by attitude rating, reveals how comfortable the user is with the use of the system [7, 10].

An example for these aspects would be the scenario of new customers withdrawing money from a cash machine. All these users are novice users (specific users), trying to withdraw a certain amount of money (user goal). 90 percent reaches the goal (effectiveness) in less than one minute (efficiency) with an average satisfaction rating '6' (satisfaction). They can do this operation with any bank machine (context) [22]. In this particular case effectiveness is the amount of users which fulfill their tasks successfully. Another opportunity to quantify this attribute could be to determine fulfillment of an objective per- centual. Efficiency, for instance can focus on time or the task itself. In the example shown the focus is set on the task and with it the time the users need to complete this task. By centering time, the accomplished tasks of users during a defined time period are measured. Metrics for satisfaction could be generated by taking complaints of the users into account, counting the optional usages or letting users assess the satisfaction by an evaluation scale (shown in the example above) [19]. The necessity of measuring all three usability aspects can be answered by working out the correlation between those aspects.

2.1.3 Correlation between usability aspects
To point out the correlation between the three usability aspects effectiveness, efficiency and satisfaction two studies are presented. Hornbaek and Law [20] conducted a meta-analysis in which they evaluated raw data from usability measures of 73 studies. The objective was to figure out information about how the measures are related, to understand what the concept of usability is and how to develop models for it. In detail they investigated the relation between effectiveness and satisfaction, efficiency and satisfaction and the relation between specific measures (e.g. task completion time). Further variables that may moderate these relationships (i.e. task complexity) were searched for. The studies used were from eight Human-Computer-Interaction (HCI) journals and conferences. Therefore a broad spectrum of HCI work was considered. They focused on original research papers from the years 2003 to 2005 reporting usability measures concerning human interaction with user Interfaces. Out of these 73 studies 36 measured all three usability aspects and 30 one of the combination of effectiveness-efficiency, effectiveness-satisfaction or efficiency-satisfaction. With only .247 the average correlation between effectiveness and efficiency was weak. In this case 87 percent of the studies had a positive correlation. The highest correlation of a study was .79. Only one study showed a negative correlation. In general there is no significant correlation between those two aspects. Effectiveness and satisfaction correlated up to a value of .164. This average was derived from 39 studies of which 86 percent show a positive correlation. Valued by .196 the correlation of efficiency and satisfaction was measured in 45 studies of which 82 percent showed a positive correlation.

Overall only a medium correlation between those usability aspects exists. The coefficient value ranged between .164 and .247. The complexity of usability measures, prototypical or standard measures as well as measures based on participants perceptions are factors, which were shaping this correlation. Not as expected task complexity seems not to influence the relation.

Similar to the results of Hornbaek and Law, Frokjaer et al. [10] analyzed data from an experiment where 87 subjects solved 20 information retrieval tasks concerning programming problems. They also only found a weak correlation between the aspects effectiveness, efficiency and satisfaction. Therefore they suggest seeing those aspects in general as independent and further submitting that usability testing of computer systems for complex tasks should include efficiency, effectiveness and user satisfaction.

2.1.4 MUSIC
In the following chapter the evaluation-method MUSIC, standing for “Metrics for Usability Standard in Computing”, is introduced to give an idea of how evaluation of usability can be carried out. MUSIC gives valid and reliable means of how to measure user performance and satisfaction. Within the frame of this method the term user performance can be subdivided into effectiveness and efficiency [4].

To assess effectiveness two aspects are considered. The quantity of the task the user completes and the quality of the goals the user achieves. Both identifiers are measured as percentage. Whereas quantity is the proportion of the task goals represented in the output of the task, quality shows the degree to which the output achieves the task...
goals. It can be necessary to measure the effectiveness of sub-tasks, when for example in a drawing task the user is not able to save the final drawing. In this case overall effectiveness would be zero, while some particular sub-task may exhibit a much higher effectiveness. The percentage value of effectiveness can be calculated the following way:

\[
\text{Task Effectiveness} = \frac{1}{100 \times (\text{Quantity} \times \text{Quality})} \%
\]

(1)

Efficiency is related to the level of effectiveness achieved proportional to the resources needed. Resources in this context can be mental or physical effort, which makes a statement about human efficiency or time.

\[
\text{Temporal Efficiency} = \frac{\text{Effectiveness}}{\text{Task Time}}
\]

(2)

This indicator can be used to compare two or more similar products, types of users or tasks. Conditions for such a comparison are the equality of the environment. Additionally by comparing products the same version of the product has to be used by the same user group for the same tasks. To gain knowledge about the types of users, also the same products and tasks have to be used. Requirements for comparing tasks are the same users and the same product. Comfort and acceptability are the crucial aspects by assessing satisfaction. While comfort is focusing on the emotional part, whether the user feels good or bad by using the system, acceptability emphasizes the users attitude towards the system. This could for instance be how supported the user feels by the system during a particular task [4].

Kirakowski, Porteous and Corbett [26] developed the Software Usability Measurement Inventory (SUMI), which facilitates the measuring of satisfaction. This questionnaire is composed of 50 internationally standardised items, available in several languages. This approximately 10 minute lasting survey requires at least 10 users to get valid results. The results can be provided as and overall assessment and a usability profile which is subdivided in Affect, Efficiency, Helpfulness, Control and Learnability. Another measuring technique suggested in context of MUSIC is to determine cognitive work. During this diagnostic users have to expend excessive mental effort to achieve acceptable performance. For MUSIC two questionnaires are reliable and valid: Subjective Mental Effort Questionnaire (SMEQ) [45] and Task Load Index (TLX) [21]. SMEQ contains only one scale and has the objective to support users to rate the amount of effort invested during task performance [45]. TLX, which is develop by NASA [33], is a multi-dimensional rating procedure that provides an overall workload score based on a weighted average of ratings on six subscales [4].

### 2.2 Beyond usability

As described in the previews paragraphs, usability is asking about special aspects to be fulfilled. Consequently this model tries to avoid factors like stress and pressure to the user. Beyond this hypothesis factors like Joy of use have to be considered by designing interactive products. Therefore users want to have fun and Joy by using a specific product [8]. Millard et al. [31] showed in an example of the user interface of a call-center software, that especially in working environments an attractive interface, which conveys fun, increases the quality of work [7]. Nevertheless usability is still an important part during the process of designing products or systems. Scott [39] explains with the help of a location-based service, that even if there is more complexity in nowadays products, like the mentioned “joy of use”. Usability aspects like efficiency and effectiveness are still building an prerequisite for good product design [13]. In the eyes of Dillon [9] usability is important but also insufficient. To him more innovative software is not task-based in the classical performance sense. An example for this could be the processes underlying creative thinking or stimulation, where the cause-effect relationship between input and output are not so clearly delineated. According to a research of Scheldon et al. [42] autonomy, competence, relatedness and self-esteem are the experiential contents and characteristics that make people happiest. To satisfy those psychological needs in the context of product design, the view of satisfaction has to be broadened.

### 3 Experience Design

Whereas the 20th century is called the "product age", nowadays products have the purpose to create an experience [37]. This statement is proven by the reactions happening in leading industries. Phillips for example changed his slogan "Lets make things better" by "Sense and Simplicity". One year later in 2005, "Enjoy uncertainty" was the advertising slogan of the iPod shuffle. 2006 Nike launched a campaign named "Joint Product eXperience" [36]. This theory in change of economy is also confirmed with the theory of Pine and Gilmore [37].

To them the economy changed from being a service-oriented economy towards an economy, which more and more tries to enroll their products with experience. If we take a look at the evolution of a birthday cake this will become clear [37]. Whereas during the agrarian economy mothers made birthday cakes from scratch, in industrial age they draw back on premixed ingredients. Outsourcing the whole process and ordering the cake from a bakery was the next step involved in service economy. Today parents not buy a birthday cake or throw a party, what they do is to outsource the whole event to a company that stages a memorable event for the kids. With this four-stage example Pine and Gilmore emphasize the importance of experience in nowadays economy. Another advantage that lies in designing for an experience is the interdisciplinarity. Ideas from disciplines like psychology, communications, and computer science can be combined [28].

In the area of Human-Computer-Interaction the term user experience is of interest. Although it does not much differ from the normal experience the focus is laid on interactive products [16]. Figure 2 shows the scope of user experience. In detail it focuses on products, systems, services and objects that a person interacts with through a user interface [27].

![Fig. 2. The scope of experience and user experience [27].](image)

### 3.1 Defining User experience

According to The User Experience Professionals' Association user experience is defined as

"Every aspect of the user’s interaction with a product, service, or company that make up the user’s perceptions of the whole. User experience design as a discipline is concerned with all the elements that together make up the interface including layout, visual design, text, brand, sound, and interaction. User Experience works to coordinate these elements to allow for the best possible interaction by users."

[1] The ISO software ergonomics committee expects user experience to be

"aspects of the users experience when interacting with the product, service, environment or facility [...] It includes all aspects of usability and desirability of a product, system or service from the users perspective." [14]
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This definition seems to have two inconsistencies. At first the term all aspects is a very broad and open variable, which can be compared to an empty shell. It can be filled with everything. Due to this vague formulation debates are avoided but are not helpful. Desirability is the second term, which is also not well defined and leads to more questions than answers. A definition by Hassenzahl [14] subdivides user experience into two parts. The first part defines user experience itself. It is

"[..] a momentary, primarily evaluative feeling (good-bad) while interacting with a product or service." [14]

Further

"[..] good user experience is the consequence of fulfilling the human needs for autonomy, competency, stimulation (self-oriented), relatedness and popularity (other-oriented) through interacting with the product or service. Pragmatic quality facilitates the potential fulfillment of be-goals." [14]

To understand this definition, it should be clear how an experience arises. This is explained in the following chapters.

3.2 Users needs

In 2001 Sheldon et al. [42] compared ten candidate psychological needs with the objective of determining which of these needs are most fundamental for humans. This was done with the aid of three studies. Therefore the participants described most satisfying events within their lives and then rated the salience of each of the ten candidate needs within these events. Autonomy, competence, relatedness, physical, security, self-esteem, pleasurable-stimulation, money-luxury, popularity-influence and self-actualization are the examined needs proposed by prominent psychological theories. Their results showed that autonomy, competence, relatedness and self-esteem are experiential contents and characteristics, which make people happiest [42].

Another more technologically oriented study made by Hassenzahl and Diefenbach [14] determined that experienced autonomy and competence in context of using technology is a source of positive experience. To figure this out they asked 52 persons to think of a recent, very positive satisfying experience with a technology. The participants had to specify their answers, by questionnaire. It included nine items to measure the chosen needs autonomy, competence and relatedness. Whereas autonomy and competence are linked to positive experience there is no significant correlation of relatedness to positive affect.

These fundamental types of user experience (relatedness, competence and autonomy) have to be considered by creating a product, which has the claim to create positive user experiences. To ease the process of creating such products, an approach developed by Mark Hassenzahl subdivided the quality of a product into two parts.

3.3 Hedonic and pragmatic quality

According to the two-component-model [18], two types of quality can be distinguished by people perceiving a product.

The pragmatic quality implicates the utility and usability of a product. Thereby the focus lays on the product self and implicates human needs like safety, control and trust. Pragmatic quality is needed to achieve do-goals. Do-goals can for example be making a telephone call or finding a book in an online store.

In contrast be-goals can be fulfilled by hedonic quality. Perception of non-goal-oriented characteristics of quality is the focus of hedonic quality. Such goals can be being competent, being related to others.

It answers the question why a user owns a product. Human needs like self-expression, novelty and change are related to hedonic quality [7, 14]. In the year 2000 Sandweg, Hassenzahl und Kuhn made an empirical evaluation about a telephone based user interface for controlling a house-automation-system. During this evaluation a high pragmatic but low hedonic and aesthetic value of the user interface was measured. The low value was due to the fact that a voice input was just to interact with the user interface and all other non-voice sounds were missing. As know in human-computer-interaction this kind of voice can have a positive effect towards interaction. This can be compared to two documents which one of them includes illustrations and the other one only consist of blank text. Thanks to the measurement of hedonic quality it was possible to remedy this deficiency [7].

An example for a hedonic focused design is the bag of knowledge developed by Mark Hassenzahl [15]. In this bag a mp3-player is embedded, which plays pre-recorded snippets of psychological knowledge. By designing the bag he focuses on particular experiences around the themes surprise, curiosity and competence. Therefore this bag should be placed in a surprising location, such as supermarket shelves, next to regular products. Further the user has no control of the sequence played by the mp3-player. It is playing the tracks continuously and it is not possible to manipulate this procedure. Another requirement is that user can only consume the audio tracks individually. Because of this the volume of the tracks is so low that the user has to bring the ear close to the neck of the bag. With the help of the low voice and the fact that the user has to listen in the bag Hassenzahl create the experience of surprise and curiosity. To gain experience of competence he created the impression of being told secrets, to be shared immediately or stored away for later use. With this example Hassenzahl showed a way to create a product by focusing on be-goals such as surprise and curiosity for the design process.

3.4 Visceral, Behavioral and Reflective Level

In contrast to animals, humans are able to know their roles in the world and can reflect upon past experience [35]. Figure 4 shows the three levels from which human attributes result. Imaging putting a wire fence mesh and some desirable food. A chicken would likely be stuck in the fence (visceral). Whereas the dog runs around the fence each time, human beings have not only the ability to realize that they have to run around the fence (behavioral), they also have the cognitive skills to reflect the situation and move the fence or the food so that they do not have to run around the fence. Further humans can communicate to others and reflect the situation (reflective) [35].

3.4.1 Visceral

This level is called the automatic or prewired layer. It is pre-consciousness or pre-thought. The brain analyzes the world and responds. An example for visceral level is riding a rollercoaster [35]. During this process people are influenced by falling, excessive speed and heights. To design for the visceral level means to focus on the initial impact of a product. The appearance of the product matters and with it how it touches and feels. Contrary to the reflective level, where consciousness and interpretation is possible, in visceral level there is only affect [35].


3.4.2 Behavioral level
This level allows analyzing a situation and altering behavior accordingly. Precondition is a complex and powerful brain work. One property of behavioral level is, that it is not conscious. This is why for example piano player are able to let their fingers play automatically while they were having a conversation [35]. Behavioral level can also be the pleasure any expert feels when doing something well. This can be driving a difficult course or playing a complex piece of music. Within the framework of the design process, the behavioral level is focused on the use of a product. Performance, function and usability are the main aspects have to be considered. By fulfilling this attributes of the behavioral level the user gains warm and positive affects when using the product. The visceral as well as the behavioral level are about the feelings and experiences while actually seeing or using a product [35].

3.4.3 Reflective level
Named at the highest evolutionary level, the reflective level gives Human Beings the opportunity to think about their operations [35]. Due to this conscious thinking, learning of new concepts and generalization about the world is possible. Reflective brainwork for instance means contemplating a serious literature or art. To gain enjoyment this requires study and interpretation. On this level therefore consciousness and the highest levels of feelings, emotions and cognition reside. It further facilitates understanding and interpretation. It can easily be influences by culture, experience, education and individual differences. Unlike behavioral and visceral the reflective level extends much longer and is not limited to the experience while using the product. Because of reflection it is possible to remember the past and contemplate the future. By designing for the reflective level aspects like self-image of the user, personal satisfaction and memories have to be considered. Long-term relations as well the feelings produced by owning the product have to be kept in mind. Also identity plays a major role. It can be expressed in pride of ownership or use [35].

Even though the individual levels are characterized clearly the way they interact to each other a complex. The highest level (reflective), can for example override the other ones. Further any real experience involves all three levels [35].

3.5 Duration of an experience
Although each experience is a unique artifact, the term an experience is not restricted to the moment of actual usage. People can also have indirect experience before and after usage [38].

As shown in figure 5 the so called anticipated experience reflects the expectations a user has in mind before using the product or system. This can for example be an experience from related technology, the image of a brand or a particular advertisement [38]. While in the episodic phase the user reflected and evaluates the currently experienced situation, momentary user experience is the current state of having an experience. Focusing on this type of experience can for instance be helpful if you want to gather information about a persons emotional response to details of a user interface. Cumulative user experience gives a whole view of the system. Such a type of experience is characterized by having periods of non-use and episodes of usage. Within the scope of cumulative, which can be structured to a lifecycle, user experience it is possible that pervious experience may influence a future one, by for example an episodic becoming an anticipated user experience [38].

3.6 Properties of experience
Subjective, holistic, situated and dynamic are the properties representing experience [15].

3.6.1 Subjective
Due to the fact that an experience is created in the head of the experiencer, experience is subjective. Therefore not only the objectivity of a product matters, it also must be able to be experienced [15]. To point this out Jones and Peppiat [23] showed in there study about waiting time in queues that occupied time is perceived as shorter than unoccupied time. The wait fell shorter and closer to reality, given a running television set was present as a distractor, [15]. Another example is the difference between winning metals during the Olympic games. At the Summer Olympics in 1992 Medvec et al. [29] examined the emotions and reactions of athletes winning bronze and silver metals. What they figured out was that even though both did not win a gold medal the perceived experience differed. It turned out that the athlete winning bronze is happier than the bronze medalist. This can be explained by the downward and upward counterfactual. Whereas for the bronze-winning athlete the most compelling alternative is to finish without a metal (downward), the most compelling alternative is to the silver-winning athlete is to win gold. This fact of downward and upward thinking is explained by Norm Theory [25]. To compare reality people always look for alternatives (fantasy). During this comparison process people start to think about hypothetical cases and therefore take the nearest miss. For are bronze-winning athlete this is not winning a metal, for a silver-winning athlete this is not winning the gold metal [15].

3.6.2 Holistic
As mentioned before, there are different goals, which have to be distinguished by designing for an experience [15]. Holistic in this case means, to consider all of this goals. As shown in Figure 3, do-goals are on the middle level. They focus on question what to do. It is a concrete outcome and can for example be making a telephone call or watching a movie [15]. Although such kind of goal is not completely inside the technological context, it is at least born out of a general technology. It is possible to watch a movie with the help of a variety range of devices (Television, Tablet, PlayStation and so forth), but technology is still necessary to watch the movie.

The lowest level of goals is called the motor-goals [15]. This low goals concentrate on the how. They are derived from the higher do-level. For instance if you make an telephone call on your iPhone you first have choose a green icon with the label phone. Next a screen pops up and you have to select the menu item keypad in a bottom-oriented menu, which brings up a user interface with numbers to dial on it. After you dialed your desired number you have to push a digital green button with a telephone receiver on it. As shown in the example the do-goal of making a telephone call is subdivided into several motor-goals.

Be-goals are the third type of goals. They motivate action and provide them with meaning. By nature they are self-referential and therefore close to peoples selves [15]. A be-goal can for instance be being competent, being close to others, being autonomous or being stimulated. When making a telephone call, the telephone call itself is not meaningful. But in a particular context this call can get of high meaning of people. Imaging the situation when you missing a flight and have to spend a night in a city you do not know and further do not have any friends in this town. In this case experiencing loneliness is
very likely. To fulfill the need of being close to others in this situation you may make a telephone call. The call becomes meaningful.

Hence, to design and evaluate experience implies take you have to take in mind all three levels motor- and do- as well as be-goals [15].

3.6.3 Situated

Looking at an experience shows that it is a highly situated, idiosyncratic, emerging entity. One experience is never alike another neither between nor within experiencers [15]. It is a unique combination of perception, motivation and emotion during a particular time at a specific place. Think of the situation a man is writing a lovely SMS to his wife. The man of course writes a lot of SMS in his life. But this particular SMS will compose a specific experience that cannot be recovered in the same way. Hence, to design an experience means to take in mind that each experience is highly situated in itself. [15].

3.6.4 Dynamic

Experience can change. Not only depending on the situation or the context, it can also change in itself. Experience is a continuous stream emerging from perceiving, acting, thinking and feeling. In other words it can be a chunk of time, packaged, interpreted and labeled. Hassenzahl suggested to distinguish in the field of Human-Computer-Interaction between micro, meso and macro perspective in case of the dynamic of experience. Whereas micro only covers a short time span of hours, meso experience measurement is based on duration of several weeks. However, macro with a scope on years of use. [15] To make the dynamic of experience clear, several studies about different periods of times will be introduced.

During a period of eight weeks Mendoza and Novick[30] were observing participants about their level of frustration using software for creating websites. They found out that during the eight weeks the main effect was that the frustration for using the software was dropping. Further they determined that users during the episode of experience get more autonomic by solving problems on their own instead of asking other people. Due to this fact the way they experienced the same task changed. This kind of study explaining the dynamic of experience can be categorized as meso-oriented.

In a macro-oriented study, Wilamowitz-Moellendorff et al. [44] wanted to point out, if there is a change in the perception of users towards a particular product during a specific time episode. The average time span was 22 month. 57 people were interviewed, 20 about their mobile phone, 18 radiographers about their used Computer Tomography scanner and 19 people about productivity software like Microsofs excel or word. Participants had to give feedback about the usage of now until the beginning of the relationship with the product. Utility (provides the product all necessary functions), Usability (are the functions provided in an easy and efficient way), stimulation (can the product surprise or foster the curiosity and provide the opportunities for the perfection of knowledge and skills), Beauty (is the product able to evoke beauty) and Communicate identity (ability a product communicates self-serving symbols to relevant others) are the several dimensions on which the participants had to describe their experiences.

Whereas utility (UT) and usability (US) can be categorized as pragmatic quality, stimulation (S), Communicate identity (I) and beauty (B) represent hedonic quality [44]. Figure 6 provides an overview of the results. As can be seen the dynamic between the three product types is highly differing. Within the specific type of product participants experienced more or less the same. Therefore designing of the features specific types of products have, can probably be a good indicator designing for. Further the study determined that the experience products provide change during time of use. In the beginning a mobile phone is a kind of device, which is stimulating and demonstrates beauty. After a while the proud of the owner towards the mobile phone decreases and the phone turns into something utterly pragmatic (Figure 6 that all hedonic features were deteriorating during time). In contrast to this due to the complexity of the CT scanner, it needs more time to be mastered. Usability therefore accelerates improvingly. Further over time the complexity participants got used to stimulate them to think about new opportunities in context of using the product [15].

These studies point out the dynamic nature of experience.

<table>
<thead>
<tr>
<th>Product</th>
<th>Dimension</th>
<th>UT</th>
<th>US</th>
<th>S</th>
<th>B</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile</td>
<td>Stable</td>
<td>Stable improvement</td>
<td>Accelerated deterioration</td>
<td>Jumping deterioration</td>
<td>Stable deterioration</td>
<td></td>
</tr>
<tr>
<td>CT</td>
<td>Stable</td>
<td>Accelerated improvement</td>
<td>Accelerated improvement</td>
<td>Stable</td>
<td>Stable</td>
<td></td>
</tr>
<tr>
<td>Productivity</td>
<td>Steady improvement</td>
<td>Steady improvement</td>
<td>Steady improvement</td>
<td>Stable</td>
<td>Steady improvement</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6. Results of how the perceptions of users change towards a specific product during a specific time episode. [44]
In contrast to the first theory there is another argumentation saying that user experience is a broad and rich term for satisfaction. According to this, user experience is part of usability due to the fact that the users’ satisfaction is an objective to be fulfilled in context of usability [2, 32].

As shown, there is no common theory, which structures or categorizes the relation between user experience and usability in a satisfying manner. Fact is that user experience and usability are indicators of the quality of a product and should be considered by designing products.

Further it can be useful neglecting usability requirements when designing for a particular experience. One example is a mp3-player concept developed by students of the Folkwang Hochschule [17]. The main goal of this concept is to experience music together. Therefore an mp3-player is loaded with favorite music before meeting friends. This player only plays the music when surrounded by other players. When players are next to each other a mixed playlist is played. With the conscious omission of functionality like letting the mp3-player play on his own or having a display to see which song is played (usability), the concept strengthens the experience gained by using the product. A second example for neglecting usability requirements for experience centered design is the DriftTable designed by Gaver et al. [11]. It is a coffee table with a peephole in its middle. When looking through the peephole an aerial image of Great Britain is shown. The journey starts above your own residence and by giving pressure to the table in cardinal direction you want to travel, the journey can be controlled at a maximum speed of 50 km/h. By using this concept functionality is limited too. The designers force the user to gain the experience, by giving a restricted variety of functional opportunities [17].

5 Conclusion

The first part of this paper gives a broad overview of the term usability. Three definitions are introduced and compared. These definitions have a different focus. Whereas the ISO software ergonomics committee [7] points out that the objective of usability is to create effective, efficient and satisfying products with the consideration of the user and the context of use, the approach of Nielsen [34] explains usability as a quality feature which is independent from the context of use and the user.

I recommend regarding usability as a quality aspect, which depends on the user and the context of use. This is due to the fact that nowadays a broad range of devices (i.e. tablets, laptops and smartphones) can be used to reach a specific goal (e.g. open a website), but the context and the user will always be decisive factors for creating usability. Therefore the definition of the ISO software ergonomics committee should be taken in mind when considering the term usability. Hornbaek and Law [20] and Frokjaer et al. [10] demonstrated the weak relation between the aspects effectiveness, efficiency and satisfaction. This finding additionally emphasizes the strength of the ISO definition.

A further question, which the paper gives an answer to, is the approach of experience design. This developing process focuses on the user’s needs and simultaneously points out aspects which have to be considered beyond usability. It is also important to distinguish the terms experience and user experience. Whereas experience covers everything we experience, user experience focuses on the way we interact with products, systems, objects or services via user interfaces. To ease the process of designing for a specific user experience I recommend to subordinate product quality into hedonic and pragmatic quality. This two-component-model created by Mark Hassenzahl [7] emphasizes that besides usability (pragmatic quality) there is a further aspect which should be considered. Aspects like autonomy, relatedness or competence are considered.

In the third part of this paper the relation between the concepts usability and user experience is elaborated. There is no common point of view concerning this issue. One opinion is to regard experience as a broadened term of satisfaction and therefore as a part of usability. Another point of view claims that usability is a precondition for user experience. In this paper the latter approach is supported. This is due to the fact that when designing a product for a specific experience, usability always has to be kept in mind. Even though usability aspects are neglected (as shown by two examples in the paper) it is necessary to be conscious about them.
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Experience Prototyping: From the Ideas to the Product

Luisa Wurm

Abstract— "Prototypes" are illustrations of a design. They are made before final products are in existence [4]. Prototyping is an important step to develop interactive systems. Thereby the focus of Experience Prototyping is on the users’ experiences. The goal of User Experience is to let the user have sensations, emotions and experiences with the product. But how can we design such products? In this paper the terms Usability, User Experience, experience and emotion are defined and their particular context is explained. After that the steps before creating prototypes are listed, for example how to get ideas for new products. Also storytelling is an important technique. Afterwards the different characteristics of prototypes are distinguished and explained. Then User Experience Evaluation Methods are presented and after that a discussion is led about the differences in the process from ideas to prototypes and then to the evaluation between Usability and User Experience. This paper gives answer to five questions. What is the meaning of Usability, User Experience and experiences? What is to do before developing prototypes? How to create prototypes? What are the User Experience Evaluation Methods and the last question is what are the differences and similarities between Usability and User Experience in view of the development process?

Index Terms— Usability, User Experience, Experience, Prototype, evaluation methods

1 INTRODUCTION

There is a habit in Italy. If you call a friend, but put down the phone before your friend picks up, it means: ‘I just thought of you’. This habit is called squillo [25]. Calling a person but putting down the phone, before he can answer is not really the functionality of a phone. But this gesture associates positive feelings, emotions and the people get new experience with a product. These characteristics are important for User Experience (UX). But what is the meaning of this term? User Experience is often used in human computer interaction, but is often not clearly defined. Frequently UX is treated as equal with Usability [26]. Looking at one of the popular definitions from ISO 9241-11 [21], Usability is defined as:

"The extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use" [21].

With this in view the scope is the result of using a product, measured by [3]:

- effectiveness: this dimension is achieved, when the aspirations of use are reached
- efficiency: describes the resources that have to be expended to reach the aspirations
- satisfaction: this dimension is achieved, when the user thinks that the use of this product is acceptable [3]

Therefore Usability deals primary with the user’s cognition and performance in interactions, whereas User Experience handles with non utilitarian aspects of interactions. That means that the focus is on the user affect, the sensation and the meaning just as the value of interaction [26]. The following section deals with different definitions of User Experience. They are compared to each other and concepts are extrapolated to develop specific Experience Prototypes.

2 DEFINING USER EXPERIENCE

Because of several definitions of User Experience, the term has many variant ways to be defined. Each single approach shows a concept from a different point of view [34]. But why is it so complicated to get a usable definition of UX? One reason is that there are a lot of concepts, including emotional, experiential, aesthetic and many other variables [26]. Another reason is that it is difficult to limit the term. On the one hand there is a single aspect of an end user’s interaction with a standalone application and on the other hand there are all aspects of several end users’ interactions with the company and its service [26]. This section is concerned with different definitions of UX. The definitions are compared to each other and at last a result is drawn out of that.

The first definition is from J. Nielsen and D. Norman [30] and they define User Experience as follows:

""User experience” encompasses all aspects of the end-user’s interaction with the company, its services, and its products” [30].

They want to state that experience already starts, when a service of a company is used. Using a service means that the user gains experience when using it, because of the aesthetic and the gained emotions. One example is car sharing where people can rent cars for a certain period. There are already emotions when interacting with the service, for example the user is excited and looks forward to the trip before it starts.

Looking at the definitions from ISO 9241-11 [10], UX is defined as:

"A person’s perceptions and responses that result from the use and/or anticipated use of a product, system or service” [10].

The focus of this definition lies on the direct result of use, the perceptions and responses. But this definition also declares that UX is related to the product, system or service. The company itself is not mentioned in this definition.

The next definition is from M. Hassenzahl and N. Tractinsky [18] and they define UX as:

"A consequence of a user’s internal state, the characteristics of the designed system, and the context within which the interaction occurs” [18].

The user’s internal state is concretized as assessments, needs, mood, expectations and motivation [31]. The characteristics of the designed system are specified as usability, intention, functionality and complexity. The context can be equalized with the environment. That means that it can be for example a social or organizational environment, the significance of the activity or the gratuitousness of use [31]. E. Law et al. [26] tried to understand, scope and define User Experience in
their paper. They collected the views of UX from 275 researchers and practitioners from academia and industry. After comparing, evaluating and scopeing them, they came to this conclusion:

"In summary, we recommend the term user experience to be scoped to products, systems, services, and objects that a person interacts with through a user interface. [...] According to our views, user experience focuses on interaction between a person and something that has a user interface" [26].

They specify the user interface for example as tools, entertainment services or knowledge systems. In their opinion, if there is no interaction with a user interface, there is no User Experience [26].

J. McCarthy and P. Wright [28] provide in their book foundations for a planner analysis of User Experience in view of technology as experience. Their starting point is the pragmatism of philosophers of User Experience. They especially consider the philosophers John Dewey and Mikhail Bakhtin:

"For Dewey, experience is constituted by the relationship between self and object, where the self is always already engaged and comes to every situation with personal interests and ideologies. [...] For Bakhtin, the unity of felt experience and the meaning made of it are never available a priori but must always be accomplished dialogically" [28].

McCarthy et al. focus on the holistic nature of an experience. That means, it is important how meaning is made of it. The approach is more interpretive and qualitative towards user experience [12].

In summary all these definitions have resemblances. All have the focus on the interaction of the user and the resulting factors. Sometimes the definitions differ in the context. I personally prefer the definition of the ISO Standard, because the focus is on the perceptions and the responses of use and the context depends on the product, system or service. I think this definition is easy to understand and refers to the usage. The results of interacting with a system, service or product are the experiences and emotions. In the following section these terms are defined.

3 DEFINING EXPERIENCES AND EMOTIONS

User Experience is not equatable to Usability related to the definitions and in UX the term "experience" plays an important role. To show the importance of experience, two different things are compared:

- a concert ticket of your favourite star
- a new cool t-shirt

Both are worth 50 euro. Which of this both things makes us happier [17]? It is the first one. Boven and Gilovich [6] show in several studies that the experience makes us happier than products and they look like more worth spending money on it. Hassenzahl et al. [17] describe that experiences are subjective according to their definition. They take place in the ‘head’ of the user. That means experience is a psychological phenomenon.

McCarthy and Wright [28] name four threads of experience: the sensual, the emotional, the compositional and the spatio temporal. These threads are ideas to think more obvious about technology as experience. The sensual thread of experience deals with our sensory engagement with a situation. If the functions of the senses are completely implemented to make sense of the situation, the interaction between the user and the environment becomes involvement and communication. The emotional thread relates to the value of judgments. This value is reduced to other people and the importance of things in the view of our needs and desires [28]. Therefore our emotions change if the relation with people or things modify [22]. As a consequence emotions have a motivational function. They prioritize the different actions by giving it a sense of precedence [22]. The compositional thread deals with the relationship between parts and the whole of an experience [28]. For example if you look at a painting, you see the whole painting and the composition of different elements of the painting and their effect. The last thread is the spatio-temporal thread. Interactions build experiences of space and time. Time can be increased or decreased, speed can be slowed down or speeded up and spaces can be opened up or closed down. Space and time can be connected or disconnected [28].

The sensual and the emotional thread appreciate centrality of the senses and feelings, the compositional and spatio temporal thread appreciate indivisibility of an experience and especially its dynamics [17]. Experiences attribute a new meaning to our acting. They remember, communicate and influence the motivation (positive or negative). Interactive products can play a role in this experiences: as a trigger or multiplier of experience [17].

A smart phone for example makes us independent, connects us with our friends or represents style [17]. The sensual thread connects the user’s sensory with the experience. The user can for example feel comfortable when using the smart phone or he can feel uncomfortable if the smart phone’s handling is complicated. The emotional thread changes if the user does an action. If the user for example reads a nice text message from a friend he feels happy and he is motivated to write something back. The compositional thread deals for example with the relationship between the experience of the different parts of the smart phone and the experience of the smart phone itself. There are applications that cause positive and there are applications that cause negative experiences. These influence the overall experience with the smart phone. The spatio-temporal thread declares that interactions build experience of space and time [28]. If the user is in a hurry for example the space of the smart phone may appear to small, because the small screen can not show all the information the user wants to see at the moment. If the user is not in a hurry the space does not disturb because he has the time to perform more than one interaction. These experiences make a product significant and generate a bonding between the user and the smart phone [17].

4 HOW TO GENERATE IDEAS

It is important to understand the single meanings of User Experience, experience and emotion and their correlation before thinking about developing new products, because this comprehension influences the idea generating process. Before creating prototypes you have to get an idea what product you want to develop. Anu Kankainen [22] describes three approaches for product development: conventional continuous product development, explorative product development and User Centered Product Design. The conventional continuous product development is analysis goaded and it appeals at progressive changes in product families [22]. The techniques in the early phases of the product development process are for example concept tests, focus groups or conjoint analysis. With the help of these techniques, the development team tries to get answer to questions such as what markets to open up, what product to offer or how much will the new product cost [22].

The explorative product development approach is an iterative process [22]. The primary market gets an early version of the new product. If you look at how often the product is sold, what has to be changed or what are the improvement proposals, then you rearrange the product and marketing approach according to what you learned and then try it again [22].

The User Centered Product Design focuses on the User Experience, but it does not contain a marketing or technological perspective [22]. This implies that potential users of a new product are part of the development process. The focus is on the discovery of the users’ needs, which are not precise defined at the moment. The goal is to develop, on the basis of user needs, non-existing products.
Then the users can get experience with the product previously and give feedback [22]. At this point it is important to explain the term "Experience Design". In Experience Design the human is central in the design [17]. Here the user is renowned as a "expert". The user knows best what he wants and what he needs and the designer plays the minor part. The Experience Design approach is certainly prescriptive driven. That means the designer can decide against a principle of the User Centered Design. Accordingly the handling of a product is deliberately limited or functions are missing. As a consequence a certain experience is generated [17].

4.1 Motives and Action

Creating a product concept in a user centered way, the designers hypothesize what are the needs and what does the user want to expire with the product in the future [22]. A. Mäkelä and J. Fulton Suri [27] describe a model of User Experience shown in figure 1. The model explains three parts: the action, the motivation and the context [22]. On the time line the previous experiences and expectations of the user affect the present experiences and the present experiences evolve to more experiences and modified expectations. The context are for example people, places or things which are in their direct environment. A motivated action always takes place in a particular context. The motivation level describes the motivation to use a product and the action level explores how a user uses a current system [22].

The Self-Regulation Theory from C. Carver et al. [8] differentiate the levels of action between be-goals from do-goals to motor-goals. In the Activity Theory from V. Kaptelinin [23] the highest defined levels consist of activities and these fulfill specific motives. The activities themselves consist of goals and agreeing actions. The actions furthermore fulfill the goals [14] [23]. According to figure 2 M. Hassenzahl [14] illustrates the hierarchy of the goals and the related terms of the Activity Theory are listed in brackets. Therefore the be-goals describe why we use the product, the do goals to him. The do-goals are to start the computer, start the application and then call the friend. Starting the computer for example operations are needed, which represent the motor-goals: you have to enter your username and your password for example.

4.2 Generate ideas among development team

To create new products it is important to understand the motives and actions of a user. The attention of the development team lies on the users, their needs, their physical and social environment and the situation to use the product [22]. There are many different ways to generate ideas among the development team, for example brainstorming. Choosing a technique depends on the team, but sometimes they consider new methods to generate new ideas. The Maypole Project Team [36] for example developed two idea generation techniques: the social map and the role-playing with toy characters. The team developed Maypole to discover and create a new product concept for children to communicate with the people of their social network [22].

The first technique is the social map. The map includes primary and secondary users and their places [22]. With the help of narrative examples the team gains an insight of the studied users and their needs in real-life situations. Afterwards the team is separated in pairs and every pair gets an image with the users and their places. Now the pairs have to think about new product concepts, which the user would use in the places in the image. The team has to think about the concept, but only with a limited time and the ideas have to be drawn on paper [22].

The second technique is role-playing with toy characters. The characters present the users and they are placed on a map of their environment. Based on the user research results the team members get different roles to play in a particular situation. While playing with the characters the team can think about new concepts or hit new problems [22].

Both techniques made the same sum of new ideas, but the ideas from the first technique were mainly wireless applications and the ideas from the second technique were mainly location-based [22]. A possible explanation would be that the second technique uses a single defined playbook for the team, whereas first technique uses different images.

4.3 Generate ideas with users

The second option to get new ideas is to generate them with the users. In this case it is possible to include the social context into the activity [22]. It is important to involve the consumer into the design process, because they are the people who will finally buy and use the product [1]. But every user is unique and not always comparable to others. K. Eason [11] describes that it is important to distinguish different types of users: the primary, the secondary and the tertiary type. The primary type is the kind of consumer who will utilize the product. The secondary type is the one who will occasionally apply the product and the tertiary one will be affected by the use of the product or decides to buy it [1]. It is also important to look at the needs and expectations of the people who will be affected by the product.

Like in the subsection before there are different techniques and methods to generate new ideas, for example [33]:

• background interviews and questionnaires: help to collect data based on the needs and expectations of users
• sequence of work interviews and questionnaires: help to collect data based on the sequence of work which is performed with the product
• focus groups: a group of stakeholders who talk about aspects, problems, results and requirements
• on-site observation: helps to collect data bases on the affected environment in which the product will be used [33]
The Maypole Project Team [36] used for example role-playing session. There is a group of users, who know each other and everyone gets their own role [22]. The group gets an example of a real world situation and then they have to continue playing. The role and the situation base on user research results. In the Maypole project there were additionally images on the walls of current technologies. But the users were not allowed to use them in their normal way, but they should invent new possibilities to use them in a new way to enhance the situation. In the center of idea generating in the area of User Experience are the users, their needs, their physical and social environment and the situation to use the product [22].

Regardless of whether the development team gets new ideas by generating them on their own or with the user, it is important to collect a lot of new ideas. The ideas can be compared to each other, can be combined or can be the foundation of new ideas. Therefore the first step in product development is the idea generating process. After you know which product you want to develop, you can go to the next step in product development: creating a prototype of the idea.

4.4 Implementation of an idea: The story
The base of prototypes are stories. Stories are a good way to share information. They are suitable for the User Experience Design process, because the system can be used in a real context [32]. It establishes a connection between the design ideas and the user, who will make use of the product, because it helps to let the user be at the center of the work. Therefore stories can help the developer to get a better understanding about the users and their experiences and help to create better products. Stories can be incorporated in the development process, because they characterize a context or a situation, they describe problems and show which new experience is needed and they can launch a design discussion to examine new concepts or a new design [32]. W. Quesenbery et al. [32] describe five parts of the UX process, where storytelling can be useful:

- gather input: collect stories from the users about their daily life or what they want
- examine user research and other information: clustering of stories and select the stories which are good examples with illustrating patterns and personas
- simulate or experiment with design ideas: the stories help to develop ideas and the emerging design has to base on real user needs
- test the design: test if the design works for the real user, the stories work well as test scenarios
- share or sell your ideas: stories can show why a design will work because they link the design and the inspiration of an idea

According to this, stories can be useful in many steps of the development process and storytelling is an important technique in the field of User Experience.

After creating a good story, a storyboard must be developed [32]. A storyboard shows the context and the events, because they can offer a wider view of the interaction. The storyboard can be compared with comics. There are visual images with a certain order and captions or figures who speak or think [32]. A storyboard furthermore is already a prototype [33]. Prototypes that base on stories allow the team to investigate a new vision [32]. The following section classifies the different kinds of prototypes and storytelling is assigned to one as well.

5 HOW TO CREATE PROTOTYPES
With the help of prototypes designers have an effective way to examine the design ideas and the team can choose between alternatives [33]. There are many different ways why a prototype is useful: for example to try out the technical practicality of an idea or to test that a particular design direction is suitable with the rest of the product development [33]. The goal of User Experience Prototypes is that experience and knowledge are gained with the product or system. With the help of prototypes the development team gets feedback before developing a marketable product [22]. According to M. Buchenau and J. Fulton Suri [7] there are three different types of activities within the development and design process where Experience Prototyping is useful:

1. understanding current User Experience and context
2. studying and evaluating design ideas
3. telling ideas to an audience [7]

The first point explains that it is important to show the context and to identify aspects and design opportunities [7]. The questions that have to be answered are: What are the contextual, physical, temporal, social and cognitive factors to think about before starting the design? What is the key aspect of existing user experience? What are crucial factors that the design should retain? The goal is to get a high fidelity simulation of an existing experience which can not be experienced immediately, because the experience is for example unavailable, expensive or unsafe. The second point describes that it should be easy to explore possible solutions and the design team should be more informed about development of User Experience and the influencing components [7]. The focus is on particular artifacts, elements or functions. Prototypes of these elements and their interactive behavior can help to evaluate many ideas and to form User Experience. The focus of the last point is the user. The user has to understand the subjective value of a design idea. To get this understanding the user has to experience it directly. In this case the audience has to be persuaded [7].

Experience Prototyping is not about the development of a toolkit or a specific technique, it is about an attitude and a language to solve a design problem, but it is important to know that one single prototype is never enough [7].

5.1 Resolution and Fidelity
Prototypes which look finished imply that the design they present is near finalization [20]. It is possible that prototypes which look finished are made in the early design process (for example a concrete 3D model) and rough looking prototypes are made in the later design process (for example the prototype includes the overall structure but not all the visual details). To classify these different kinds of prototypes there are two terms: resolution and fidelity [20]. Resolution is according to S. Houde and C. Hill [20] interpreted as the amount of detail and fidelity is the closeness to the eventual design. Resolution is differentiated in high and low resolution. High resolution means in view of the definition of Houde and Hill that a prototype shows what and how something will work [20]. Therefore it is not important how something is implemented as long as it is implemented. For example if the user can set a value on a slider, this can be implemented with a balloon filled with helium. It can be used to show the value by letting it fly higher or lower. Whereas a low resolution prototype does not have the amount of detail, there would not be the possibility to set a value.

Fidelity prototypes can be differentiated in low, high and mixed fidelity prototypes. According to J. Hocko [19] the choice which degree of fidelity has to be chosen to implement depends on many factors:

- a detailed evaluation of the consisting research and statements
- the culture of an organization and the political structure
- actual software development levels and approaches
- the purposes the prototype has to serve
- the ability and flexibility of each project team member
Which resolution or fidelity is needed depends also on the nature of the audience [19]. An interactive storyboard for example is useful for the design team but is not comfortable for the supporting organization [20]. There can be more other estimates to decide which degree of fidelity is suitable, because each project team is different [19]. It is important to say that the degree of visual or behavioral elaboration of the prototype is not compulsory the progress of the design or a certain stage in the process [20].

5.1.1 Low Fidelity Prototypes

This kind of prototype does not look like the final product [33]. Low fidelity prototypes are mainly paper based. It is realized with a pen and a paper or something like a whiteboard, so with low-cost methods. The developer can easy implement such kinds of prototypes because it is low level [2], cheap and quick to produce, so they support the exploring of alternate design concepts and ideas. That means these prototypes are important in the early stages of the development process [33]. The problem of this prototypes is that it is difficult for the user to feel the system or to get experience with it, because he cannot play with it as he would do it in reality [2]. Another problem is the limited error proofing or the navigation limitations [33].

An example for a low fidelity prototype is the storyboard mentioned before. It shows the single steps which a user perhaps goes through when he uses the product [33]. Another typical example would be a paperprototype [2]. Figure 3 shows a paperprototype of an Event Manager. The user can see the interface and can for example complain about buttons he can not understand. The user can play with that prototype if there is a storyboard which describes the single functions of the product. But the user can not get for example the time it would take to perform an action, he does not know how the response would feel like or he can not recognize if there are unexpected actions [2].

5.1.2 High Fidelity Prototypes

The high fidelity prototype is considered as an advanced prototype [2]. They are associated with more costs, because they use some tools, languages and various high tech equipment [2]. These kinds of prototypes can be tested in an environment familiar to the user [22]. The user can get a better understanding, how the product will look and feel and how it will work. He can get an image about the efficiency of the product and the input responses [2]. Therefore high fidelity prototypes are completely working, interactive, user-driven and the user gets a look and feel of the final product [33]. These kinds of prototypes are suitable for Experience Prototyping but are limited by rising costs and the long time they need to be created [2] [33].

An example is the Clique Trip project created by M. Knobel et al. [25] from the BMW Group Research and Development. Clique Trip is an in-car system. If there is a group of friends traveling in different cars, the system can show the distance between the cars and if the cars are close enough the friends can chat with each other. The final prototype was implemented with a smart phone using HTML, Javascript, PHP, AJAX and MySQL. The application was integrated in the infotainment system written in Adobe Flash and ActionScript 3. The application was implemented in the car and was testes on the road [25]. Figure 4 shows one view of the display, what the user can see while driving. It shows that the second car is behind the first car with a large distance. Therefore the prototype is completely working.

5.1.3 Mixed Fidelity Prototypes

Mixed fidelity prototypes are a mix of low fidelity and high fidelity prototypes [2]. The prototype is cost efficient. Only the parts which have to be high fidelity causes the costs. The other parts which do not need to be high fidelity can base on paper for example which does not affect the costs [29]. This kind of prototyping is useful for Experience Prototyping, because the users still have a good understanding of the product and it is cost efficient [2].

In the Maypole project [36] for example the users tested one of the concepts in a laboratory environment. They got blank models of the product and have then explained what their first impressions are and how the product looks and feels. After that they got user scenarios in the form of storyboards and had to think about other potential scenarios which would be possible in their own life. Next the users got prototypes, which include the main interaction style of the product concept and had to give feedback about it. The last test was a discussion. The users had to describe what they think for whom the product concept would be appropriate and what the development team has to change about the product to make it more reasonable [22]. In this tests many kinds of prototypes are deployed. There are low fidelity prototypes for example the scenarios in form of a storyboard, there are mixed fidelity prototypes which present the look and feel and at least there are high fidelity prototypes which include the main functions of the product. The Maypole project is an good example that one single kind of prototype is not enough. It is important to use for example different fidelity prototypes which produce diverse results with the user, because they pursue different goals in the development process. The resulted issues improve this process and new prototypes can be developed.

5.2 The Model

To identify which kind of prototype is the best choice to use in Experience Prototyping there is a model. The model is developed from S. Houde and C. Hill [20] and shows a three-dimensional space. The dimensions represent significant aspects of the design of an interactive product or system (figure 5):

- The role: What is the function of the product? Why is it useful for the user’s life?
The look and feel: What is the experience of using this product? Looking at the concrete sensory how it looks like, feels like and sounds when the user uses it.

The implementation: Which techniques and components are used to make the product or system work?

The model is drawn isosceles and oblique which means that no aspect is more important than another aspect [20]. The goal of the model is that if there is a design problem the model divides the different design aspects into three categories of questions. These questions require different approaches to prototyping. The implementation normally needs a working system to be built, the look and feel aspect needs specific user experience to be emulated or created and at least the role aspect needs the context, where the product would be used, to be introduced. If you know which design question you must answer it helps to decide which prototype to use [20].

An example for a look and feel prototype is the Architect’s Computer developed by the Apple Design Project from Apple Computer Inc [20]. The team wanted to design a portable computer for architects. They wanted to know how an architect would carry the computer, what else he takes with him and which tasks he had to do during visiting a building. For this the design team used a pizza box and gave it the weight of the computer. With the help of this low fidelity prototype the architect can get a look and feel about the product if he would take it with him around [20]. The focus of the Apple Design Project is to find out what is the daily routine of a user. According to this they have to know how a user handles the product and what the experiences are. The design problem in this case can be solved by a look and feel prototype. The development process is in the early phase and therefore the best kind of prototype would be a low fidelity prototype. The prototype has to have the characteristic to let the user have experience with it.

6 UX Evaluation Methods

In the evaluation process User Experience should have the focus on the rising experiences and their attributes and not on the products and their attributes [13]. The evaluation context focuses on the measure of satisfaction of needs. Thereby it is helpful to use a model that combines positive emotions with the satisfaction of universal needs and clarifies the coherence between needs and specific attributes [17].

The different points of the scale are named according to D. Watson [39]:

- "attentive, interested, alert, excited, enthusiastic, inspired, proud, determined, strong and active" [39].

- "distressed, upset, hostile, irritable, scared, afraid, ashamed, guilty, nervous, jittery" [39].

There are also eight different temporal information, which the user has to rate how he feels at the moment, today, during the past few days, the past week, the past few weeks, the past month, the past year and how he feels in general [38].

The AttrakDiff evaluates the feelings of a user about the product [16]. It is a questionnaire to measure the perceived hedonic and pragmatic quality. The AttrakDiff 2 consists of a self constructed questionnaire in form of a semantic differential. There are 28 seven stage items and every item has contrary adjectives on their endpoints, for example good and bad [15] [16]. The average of the items forms the values of pragmatic quality, hedonic quality and attractiveness [15]. The different terms are explained according to M. Hassenzahl et al. [16].

Pragmatic quality describes the recognized abilities of a product to reach a goal because of its useable functions. The hedonic quality is divided into stimulation and identity. Stimulation is the ability of a product to satisfy the need for improvement of own knowledge and skills. Whereas identity means the ability of a product to communicate self-worth messages with others. The attractiveness at least describes the global positive and negative assessment of a product [16].

K. Sheldon et al. [35] describe the psychological needs in their paper and which ones are fundamental for humans. They limit ten different items from different theories of researchers. The items are:

- "autonomy, competence, relatedness, self actualization-meaning, psychical thriving, pleasure-stimulation, money-luxury, security, self-esteem, popularity-influence" [35].

There are three different studies in this paper. The first identifies which items are present when people try to satisfy their experiences. The second one identifies which qualities of experience show best the change in positive and negative effect according to a given event. In the last study the results from the other two studies are proven regarding to the replicability to a longer time frame. The results from these studies are that the characteristics that make people happier and are qualified as psychological needs are according to Sheldon et al. [35] autonomy, competence, relatedness and self-esteem. Another item is security, but this one becomes noticeable when there is deficiency. Less important are pleasure-stimulation, self-actualization meaning, popularity-influence and physical thriving. Sheldon et al. would reject their need status. Whereas money-luxury should also get the need status [35]. It is possible to combine the statistic of the needs and the PANAS.
scale to identify whether the need is associated positive or negative. Whereas the AttractDiff is independent from PANAS and the need statistic because the focus here is on the aesthetic and attractiveness. To link a connection between attributes and a concept is not a new technique [17], there is a qualitative evaluation method called laddering. Laddering bases on a repertory grid technique and is a structured questioning technique. The different attributes are organized hierarchically [9].

7 Discussion

After the explanation of the development process, which starts with the idea generating followed by the developing of prototypes and evaluation, it is necessary to point out the differences, similarities and the coherence between User Experience and Usability. As described earlier UX is part of the User Centered Product Design with the focus on the users’ needs. Usability may be a part of this approach for example in form of Usability testing to test if the user can deal with the product. If he is not able to use it in the right way, it may be difficult to achieve the right experience. The conventional continuous product development and the explorative product development focus on Usability. Both approaches are iterative processes and require techniques where Usability is necessary.

Usability and UX have the same idea generation methods for instance brainstorming. However there are also specific techniques which are primary used in Usability or User Experience. The UX techniques base on the experience and emotion e.g. role playing. It is important to get a better comprehension about the feelings of the user. Usability mainly tries to develop new products, where the focus is on the performance of a product and that the user can use the product intuitively. The storytelling is an important technique in UX as well as in Usability. Scenarios play an important role in the user tests. In Usability the scenarios function as an example whereas in UX there should be a connection between the user and the story. It would be helpful when the user already was in such a situation or he empathizes with the story because then he is able to set up emotions with the scenario.

Prototypes play an important role in every product development process. According to the model from Houde and Hill the UX prototypes are placed in the look and feel corner. Whereas the Usability prototypes focus on the implementation which is important to make the product work in the right way. It is important to reduce the response time of the system and speed up the system navigation. The role character of a product is significant for both Usability and User Experience. The product should play an important role in the user’s life whether to have experience with it or to facilitate the user’s daily life. The focus of Usability for example lies on the task performance, but UX focuses on lived experiences. For UX it is not important to count the numbers of clicks [5], it is more important to detect what the user feels and thinks when he uses a product or systems [24].

In the evaluation process the relationship between User Experience and Usability methods are intertwined. A. Vermeenen et al. [37] consider that Usability is subsumed by User Experience. UX evaluation comprises the existing methods for Usability evaluation. According to N. Bevan [5] there are also differences between Usability and User Experience measures. The difference of the focus between task performance and enjoyment leads to different causes during the development. According to N. Boven [5] Usability focuses in the field of design and evaluation on:

- overall efficiency and effectiveness and the user’s comfort and satisfaction
- the product should be easy to use and the evaluation of the product attains identifying usability problems
- perhaps learnability

Whereas User Experience deals with:

- How do people interact with the product over a specific time period, what are they doing and why?
- the performance of the hedonic goals of simulation, identification and evocation have to be maximized and emotional responses have to be related [5]

In summary Usability and User Experience are different approaches, but both play an important role in the field of Human Computer Interaction and are significant in the development process in their own field of application.

8 Summary

This paper gives answers to five questions. The first is what is the meaning of Usability, User Experience and experiences? Usability was defined according to the ISO standard, whereas User Experience has several definitions. The definitions focus on the user’s interaction and the resulting factors. Experiences are in this case an important factor and are classified in four threads: the sensual, the emotional, the compositional and the spatio temporal thread [28]. Experiences generate a relationship between the user and the product.

The second question is what is to do before developing prototypes? There are two possibilities to generate new ideas, among the development team and with the user. There are several techniques like brainstorming, role-playing, the social map or questionnaires. The questions why the user uses a product, what the actions are and how the user performs the single actions influence the process of generating ideas [14]. The storytelling is a useful technique. It can be used in many different ways and is the base for storyboards and prototypes.

The third question is how to create prototypes? Experience Prototyping is useful to understand current User Experience and the context, to study or evaluate design ideas and to tell the ideas to the audience [7]. The terms resolution and fidelity describe the amount of detail and the closeness to the eventual design [20]. Prototypes can be distinguished in high and low resolution and in low, high and mixed fidelity prototypes. A low fidelity prototype is for example a paper prototype. A high fidelity prototype completely works, is interactive, user-driven and the user obtains a look and feel of the final product [33]. The mixed fidelity prototype combines the approaches of low and high fidelity prototypes. With the help of the model from Houde and Hill [20] the different design aspects can be divided in three categories of questions and these questions require different approaches of prototyping. The three dimensions of the model are the role, the implementation and the look and feel.

The next question is what are the UX Evaluation Methods? According to Vermeeren et al. [37] there are about 96 different methods for User Experience evaluation. In this paper the PANAS questionnaire, the AttractDiff questionnaire and the psychological needs were discussed. The last question is what are the differences and similarities between Usability and UX in view of the development process? The main difference is that Usability deals primary with the user’s cognition and performance in interactions, whereas User Experience handles with non-utilitarian aspects of interactions [26]. This focus affects the whole development process and influences the idea generating, prototyping and the evaluation of the process.

User Experience and Experience Prototyping can help to create new innovative products. The needs, experiences and emotions play a necessary role and promote new ideas when the user is in the center of the development process. In further research there should be a consistent definition [26] of User Experience which would facilitate the understanding of the term and there would be no longer a danger of confusion with Usability.
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Indirect Touch Interaction

Werner Eckert

Abstract— Direct touch interaction becomes more and more common in the last years with the introduction of smart-phones and tablets. But in regular working environments the drawbacks still prevent the adoption of touch input and should be examined. Indirect touch interaction can be a solution for future desktop environments to face this disadvantages.

This paper investigates the current work indirect touch interaction and tries to pin down methods and concepts to introduce it to classic desktop environments. For this it looks through Gilliot’s work about device size, peripheral field of view, scale effects and aspect ratio in the first part to show advantages and drawbacks in user performance. In the next step concepts to re-introduce the three state model for pointing tasks are examined. Current techniques for this are mostly pressure or gesture based and do perform differently. After all, people use normally both hands to interact with the environment. So in the last part the asymmetric bi-manual concept of workspaces pinned to the left hand are introduced which have advantages especially when using very big displays like a power-wall. At the end some techniques for symmetric interaction are summed up which haven’t been investigated for indirect touch interaction, but can extend the input space.

Index Terms—indirect touch input, indirect touch interaction, three-state-model, three-state-model implementation, peripheral vision, bi-manual touch interaction

1 INTRODUCTION

In the last years smart-phones and tablets have become an every day device and so on brought touch sensitive displays to a broad audience. By now, many studies have shown the advantages. So touching directly an element for manipulation is perceived more naturally by users than handling a mouse [6] and especially novices benefit from a steeper learning curve and the fact that there are no moving parts like keys. Thus, the technology is particularly appropriate for mobile devices as well as in public settings such as ticket vending machines.

On the other side touch-sensitive surfaces still haven’t replaced keyboards and mice in production environments and so, the benefits of touch input can not be used. That is hardly surprising since direct touch-sensitive input has like any other technology also its disadvantages. The fat-finger problem addresses the fact that the finger just doesn’t touch the surface point-like but does as a large area. This reduces the precision and increases the error rate [1], but that contradicts the demands of modern work places. Moreover, hands and arms cover elements on the screen with which the user wants to interact. This is especially a drawback when investigating large data-sets. And last but not least the limited arm length prevents interacting with distant or very large screens by direct contact. This also limits the use of big screens and moreover of installations like the power-wall. Owing to all these drawbacks it becomes clear why desktop environments still haven’t adapted touch interaction. The separation of the input surface from the monitor like illustrated in figure 1 can overcome these disadvantages and can introduce the benefits of touch interaction to classic desktop environments.

Indirect touch interaction is topic of current investigations and pros and constras have been identified. Especially during long operations on classic desktop computers indirect touch interaction can retain the benefits of touch-sensitive surfaces and smooth out disadvantages. There is no danger that the user obscures the display output by his hand or arm position then using indirect interaction. It also makes sense from an ergonomic standpoint because the user just naturally sits up and looks straight [10]. Less tension and muscle pain in the neck are the result [5, 12]. Furthermore with indirect touch interaction working with both hands / arms on a horizontal plate can be preserved, which is less strenuous and even faster [3, 9] and allows many possibilities for designing a rich design space, because all fingers of both hands can be used to perform input.

On the downside, the advantage of direct touch, that one can directly interact with the object, is reduced in indirect touch settings. Moreover, the users’ accuracy reduces because he does not know the current position when not touching the surface. Finally it may be confusing and have drawbacks when the touch surface has different dimension than the monitor [7].

This paper investigates the possibilities to overcome drawbacks of indirect touch interaction to enrich classic desktop environments with touch interaction. There are many parameters for the basic setting of the work place, so in the first part the connection between surface size, monitor size and aspect ration is examined. Considerations for designing are shown in extra. Secondly, methods to re-introduce the tracking-state are showed, so the user is better informed about the current cursor position. Knowing that he can move for example the current selected tool to a position more preciser before engaging it. Finally this paper explores techniques to use the rich possibilities in designing the design space and how the left hand can support the right hand in a natural way.

2 EXPLORING INDIRECT TOUCH SETTINGS FOR WORK PLACES

While direct touch interaction put itself forward for mobile input devices, indirect touch interaction orientates itself towards classic work environments where input and output devices differ. Indeed keyboard
and mouse featured properties can be found also in indirect touch input and must be re-examined under this new context. The following features are identified for this work:

- Device size and peripheral field of view
- Scale effects and aspect ratio
- The hover state for touch
- Bimanual interaction techniques

2.1 Principal workplace considerations

In classical desktop setups the mouse does not define a limited input surface. In contrast to that we need a concrete area for tracking the fingers. Galliot et al. [7] investigated how the dimensions of the tracking area are related to the output and if seeing the touch surface improves the interaction.

2.1.1 Don’t lose track of your finger

In the first experiment Galliot et al. wonder if having the input surface within field of view improves user performance and which surface area is easiest to reach. The variables in this discrete 2D pointing task were the input device size, the input condition, the target position and the target size. The input device came in two sizes. An iPad 1 offered a 196x147 mm large surface and an iPod Touch 3 offered a 66x50mm surface. The input condition were one handed, one handed with blenders and two handed with blenders. Figure 2 shows the cover for the different touch input surface sizes and the glasses with the blenders. The blinder was fixt to glasses so it blocked the peripheral view of the hands (see figure 2 and 3). The targets had three widths sizes (10mm, 20mm and 40mm) and were distributed at best over the screen. The participants had to run the test several times always with a change in one parameter.

![Fig. 2. Cardboard overlay to simulate different input touch areas on the iPod Touch (left) and paper blinders taped to plastic glasses to prevent peripheral view (right) [7].](image)

![Fig. 3. Different settings for uni-manual (left), uni-manual with blinder glasses (middle) and bi-manual with blinder glasses (right) interaction [7].](image)

Figure 4 shows the number of failed attempts across the different variables. One finding is that the target error was slightly less for targets in the center and in the north-west sector. Surprisingly larger targets had a higher number of failed attempts for being hit. Galliot et al. suspect that the users may thought that larger targets are easier to hit and thus did care less. But above all Galliot et al. [7] showed, that the targeting error is differed between the distinct input device sizes. Smaller devices outperform larger ones in targeting errors. Moreover, he et al. concluded that having the input surface within your field of view supports hitting a target while forming a reference frame with your non dominant hand does not provide any benefits.

Based on the experiment Galliot et al. recommend two approaches for designers [7]. First of all the investigation shows that being able to look at the input surface improves the performances. So users should see the touch input surface in absolute indirect-touch pointing tasks and be able to distinguish between it and the display. Moreover according to the outcomes targets near the center or the corners are easier to select. For right-handed users elements near the right-top corner are general easier to hit. So a second recommendation is, that when creating a graphical user interface you should consider the handedness of the user and thus put important elements in the middle or the north-west quadrant of the workspace.

2.1.2 Scale effects and aspect ratio

In an second experiment Galliot et al. [7] examined the impact of forms factors of the display on absolute indirect touch pointing performance. Again the participants had to do a 2D targeting test with the difference that the output display was now a 50” monitor in front of them. Part of the monitor was covered by different blenders to simulate different display sizes(HS = 74 mm, HM = 147 mm, HL = 294mm) and aspect ratios (R_L = 4:3, R_M = 16:9, R_L = 32:10). The input condition was always unimanual without blender glasses. Like shown in figure 5 a small display hight affects the number of failed attempts negatively while the medium aspect ratio, as used on common displays, performed worst. Although larger sized targets thought to be hit better than smaller ones the smaller one were hit better. Galliot et al. [7] presume that users care less about precision when hitting larger targets which appear being easier to hit.

![Fig. 4. “Number of failed attempts across INPUT CONDITION , DEVICE SIZE , TARGET SIZE and TARGET POSITION (from left to right). Connections between bars represent statistically significant differences” [7].](image)

![Fig. 5. “Number of failed attempts across WORKSPACE HEIGHT , ASPECT RATIO , TARGET SIZE and TARGET POSITION (from left to right). Connections between bars represent statistically significant differences” [7].](image)

As reported by the experiment the success rate and the targeting
error are independent from the display size but are not from the aspect ratio. So Galliot et al. [7] recommend similar rations for input surface and the monitor to boost the success rate and to decrease the targeting error.

Also they showed that participants were more precise with smaller targets which seems counter-intuitive. They determined that the limit to the target size was about the width of the finger tip. According to this reliably interaction with objects can only be obtained when considering the minimum target size in motor space for absolute indirect-touch interfaces.

### 2.2 Bringing in hover state for touch

Comparing the mouse as an input device to the input via touch, it is noticeable that the touch input still does not offer a state model like seen in the figure 6. It just offers the two states out-of-range (hand is off the surface) and engaged (finger presses to the surface). But especially with indirect touch input the tracking state may assist the user by providing additional information about the current position. Voelker et al. [13] show in their work different techniques to implement such a state model (see figure 6) for indirect touch interaction.

![Fig. 6. Three-state interaction model [4].](image)

**But moreover, Voelker et al. postulate four design considerations which their methods should meet. First the methods should be applicable to individual fingers. This ensures that the technique retain the expressiveness of multi-touch input, can be used without identifying the single fingers and can be used by several users. Second it should be very hard to unintentionally switch between the states and last but not least the practice over a longer time should not stress the hand. Moreover the awareness of the current state should also be one of the design considerations in my opinion.**

In the work of Voelker et al. all techniques assume that if the user doesn’t touch the surface the out-of-range state is engaged and if the user does touch slightly the surface it is switched to the tracking state.

#### 2.2.1 Pressure based techniques

The first group of techniques are pressure-based. This means they work with the physical pressure of the finger on the surface. However Pawluk and Howe have proven that the pressure strength is directly related to the contact area of the finger tip [11], and therefore these techniques are also applicable to touch-sensitive surfaces without pressure sensors. Nevertheless keeping up the pressure level, especially while moving, could be uncomfortable because of the frictions between the skin and the surface [13]. Moreover, every user has different finger sizes and can build up pressure differently.

![Fig. 7. pressure quasimode (a), pressure switch (b), lift-and-tap (c) [13].](image)

It has to be mentioned that pressure based techniques will not suit mobile touch surfaces because the user has to build up additional pressure from the other side to hold the device in place. Voelker et al. [13] discuss these two pressure based techniques:

- pressure quasimode
- pressure switch

With this method the state change is triggered by fast building up a pressure level with the finger within a certain time like illustrated in the graph of figure 7a. Keeping up the pressure level will hold the engaged state. To return to the tracking state the pressure of the finger is decreased really fast or under a minimum pressure threshold.

Although the user is always aware of the current state, keeping up a high pressure level can be exhaustive for the muscles and repetition may lead to injuries with this method [9]. To my mind this is a big drawback especially for weak or challenged people.

- lift-and-tap

Here, a short, intense pressure by the finger toggles from the engaged state to the tracking state and back (seen figure 7b).

An advantage of this method is that the danger of straining the muscles were taken out. Moreover, he may forget in which state he currently is.

#### 2.2.2 Gesture based techniques

Gesture based techniques avoid the need of pressure sensors and so can be applied to every touch input surface. Voelker et al. [13] discuss these two gesture based techniques:

- lift-and-tap

Lift-and-tap is a technique in which a very short lift of the finger from the surface triggers the engaged state as seen in figure 7c. Important is that the finger has to touch the surface at the same spot within some margin. Then the engaged state stays until the finger is lifted out of range.
While tapping with the index finger is easy, this task may become challenging on multi touch input surfaces due to the limited freedom of movement of the other fingers. Maybe this can be overcome when you apply the three-state model only for the index fingers and a two-state-model to the rest of the fingers. This can be topic of future research.

- **hold**
  
  Here, the idea is not to move the finger for a certain time. After this it is switched to the engaged state. Lifting off the finger switched the state to the out-of-range state.

This technique is also not suitable for multi touch interaction due to the possibility that the user unintentionally rests other fingers on the surface. Moreover, always restarting in the out-of-range state may slow down the working speed like always have to leave the mouse after every click.

### 2.2.3 SimPress Clicking

![SimPress Clicking](image)

Fig. 8. "A small rocking motion of the users finger triggers the SimPress clicking technique: a) tracking (hover) state, b) dragging (click) state. (The top left corners show the actual area of contact detected by our device as well as the stabilized cursor location." [2]

Current touch-sensitive displays don’t have pressure sensors nor can they track the finger without touch. So Benko et al. [2] suggested the SimPress (Simulated Pressure) Clicking in their paper. "SimPress requires the user to apply a small rocking motion with their finger in order to perform a "click", as seen in figure 8 [2]. In addition Benko et al. fixed "the cursor to the top-middle point [of the finger tip, so] the user is also able to make a more drastic change in the contact area without significantly disturbing the cursor location which aids in reduction of the unintentional clicks" [2]. Two thresholds suppress errors through noise or hand tremor.

Although Benko et al. examined the SimPress Clicking, he did it just for direct input surfaces. But in my opinion the SimPress Clicking outperforms the pressure based and also the gesture based techniques because they either need to use high pressure or you are in risk to forget the current state. So this technique should be investigated for indirect touch interaction in the future.

### 2.3 Use both of your hands

Current workplaces offer a keyboard and a mouse to interact with the computer. Especially at professional work places users use their left hand to use short-cuts on the keyboard to support the right hand which performs accurate actions. To capture the full potential of both hands for indirect touch displays Malik et al. [8] developed several uni-manual interaction techniques.

#### 2.3.1 Asymmetric interactions techniques

In this section techniques from Malik et al. [8] are introduced where the left hand supports the right one. As seen in the daily life users tend to support their right hand by their left hand (if you are right handed). For example, you hold the glass with the left hand and do the pouring by your right hand. Also then using a desktop pc you use your left hand on the keyboard to support the the right hand. For example you switch fast between open windows with the Ctrl+Tab short-cut. These techniques are introduced by Malik et al.:

- **Coarse positioning**
  
  As seen in figure 9a the touch input surface is divided into two parts. The left part is mapped to the four corners of the entire display so the left hand can access all the elements on the display. But regarding to the big screen fine positioning will be difficult.

- **Workspaces and fine positioning**
  
  The next concept enhances the fine positioning. For that the left hand is tracked so that a green-coloured box can be attached to the position of the index finger defining a workspace. This workspace determines the detail space, which is mapped to the right part of the input surface. Now the right hand can perform much finer actions due to the higher resolution. The bimanual interaction offers quick movement of the cursor to any position and in the same glance accurate interaction with the elements on the monitor.

To my mind it is a very good consideration to utilise the natural handedness of people like shown in these two techniques. Especially for very big screens, keyboard and mouse can not offer this fast switching between resolution.

- **Selecting and moving of single objects**
  
  As soon as the index finger of the right hand touches an object on the surface it becomes selected and can be dragged around by sliding the finger over the surface. Furthermore the hole workspace with the selected object can be moved around by the left hand and "thereby allowing the object to be coarsely placed anywhere on the screen quickly, but without interfering with any precision movement being carried out by the right hand [8]."

- **Selecting multiple objects**
  
  In classical interfaces the user is required to stretch a box around the elements with the mouse or select them individually. For Malik’s et al. new approach it is necessary that the hand tracking is performed by a video camera from the top. With this ability you select an element by grabbing it with your hand. After this the closest object to the centre of the right hand disappears and is queued. Doing this again and again makes it possible to select multiple objects. To paste a queued object to the interface the user splays out all fingers of the right hand. When doing this, a picture of the hand is shown on the display with the icons of the previous selected elements appearing on each finger. Now a simple tap of a finger will paste the element to the tapped position.
While being very innovative this method has as a big drawback with the necessary of a camera based finger tracking. So only fixed working places can offer such capabilities. For future research I suggest a gesture for cutting out objects by placing all finger tips around the object and then slide down and out of the touch surface. The correspondence to the real world task is wiping or taking an object from the desk.

- Resizing the workspace
  By default the workspace has the granularity of a pixel so the corners of the tracking part for the right hand are mapped to the corners of the green box. But it might be desirable to change the size to adjust the mapping to the current necessary accuracy. For this purpose you just have to stretch the index finger and the thumb apart for up-sizing or to approach the index finger to the thumb for down-sizing.

- Pinned workspaces
  If there is a very large screen like a power-wall, the working regions may concentrate on just two spots on the display. If this spots are distant to each other the use has to move a long distance. In this case it may be interesting to pin down a workspace in size and position and open a new one. To accomplish this the user double taps with the left hand to a position. By default the right hand is now trapped in the pinned workspace. By pointing with the left index finger a new workspace can be created and dragged as before. If this new workspace overlaps the old workspace, the mapping for the right hand surface area changes to the new one. So several workspace with different sizes are possible.

2.3.2 Transitioning from asymmetric to symmetric interaction
While asymmetric interaction will fit for many tasks, the user might wish to work with both hands within a single workspace in some cases. To do so, he slides with all his fingers of the left hand to the bottom-right corner of the surface. Now symmetric interaction tasks can be performed. To change back to the asymmetric mode the left hand slides with all fingers to the top-left corner. Unfortunately Malik does not suggest interaction techniques to boost the user performance in symmetric interaction. Regarding to this I want to suggest some interaction techniques from Benko et al. [2] for future research. I think that these techniques offer context aware options like the right mouse button.

Benko et al. [2] introduce several selection techniques for multitouch screens. Through they assume them for direct touch input it would be worth to have a look at them and mark them for future research in indirect touch interaction because the relatively high error rates, arm fatigue and the lack of precision still prevent the widespread adoption of touch input for general computing devices. Especially then using both hands in a symmetric way and in combination of the tracking state following techniques will give a richer interaction space.

- Dual finger stretch
  The dual finger stretch will allow to stretch a small part around the right index finger. To do so the left index finger touches near the right finger and then drags away from it as seen in figure 10. Concurrently the right finger is now able to move within this zoomed area with much higher precision which is the main advantage of old zooming techniques. Lifting of the left finger removes the zoomed area. The only limit of the zooming is the size of the touch surface. Usually a change in aspect ratio can be achieved by up to 10. Striking example for a working task there this come to handy is picture manipulation. Using this technique pixel sized action are possible.

I also would suggest another variation that the zooming is just done by the index finger and the thumb of the left hand. Moreover it's possible to move the zoomed area by moving the left hand which is quite similar to the asymmetric technique of coarse positioning.

- Dual finger x-menu
  The next technique can offer a similar menu than the right mouse button. Whenever the left index finger touches the surface a circular menu is invoked around it. Moving the finger across an item selects it. In this case (as seen in figure 11) the menu offers options for zooming, snapping and several settings for different relative speeds. "Normal mode moves the cursor with the same speed as the primary finger; the two slow modes reduce the speed of the cursor by a factor of four and ten respectively, while freeze mode "freezes" the cursor in place, disabling any cursor movement" [2]. The snapping mode removes the offset of the cursor immediately and moves it to the current finger position of the right hand. The magnifier brings up a zoomed (by factor 2) picture of the area under the right finger in the center of the x-menu. This is quite useful then the finger would occlude the display but due to we assume indirect touch interaction this options can be removed.

I have a few reservations about the way the x-menu is invoked. The single touch of the left hand could have some better action attached so why not touch the surface with two very closed fingers? So the left index finger could move around the workspace and offer in need the x-menu. Moreover, it would be an improvement if the menu were context away. In this way it would be a very good technique to replace clicking with the right mouse button.

Fig. 10. Dual Finger Stretch technique for zooming a selected part of the screen: Initial selection of the zooming area (left) and zoomed situation where the primary finger can perform actions easier (right) [2].

Fig. 11. Dual Finger x-Menu which offer different options. Currently the freeze option is selected [2].
interaction” [2]. The user can perform touching tasks with his right hand as usually, but can always adjust the pointer speed by moving the left index finger to or away from the right one. In detail the graphical circular menu and the option magnifier are removed. Now the natural ability to gauge the distance from the left index finger to the right index finger shows the speed ratio of the mouse pointer. Here also a peripheral field of view is necessary. Moving the finger to far away triggers the snap option and the cursor jumps back to the right index finger.

This were some interaction techniques for direct multi-touch input. The goal is to combine them in such an manner that general computing devices with touch input become true.

3 CONCLUSION

We have seen that direct touch has drawbacks especially for classical work environments. Indirect touch interaction can be a possible solution for these drawbacks but it is still under research. Gilliot et al. did some first research about the device size and the peripheral field of view and have found important facts. I think that it is very important for the user to have the input surface in their field of view so they can match the objects on the monitor easier to the right spot on the touch surface. Moreover if the aspect ratio of the input surface is not the same as the display ratio user perform worse because they can not map the elements to the surface. Also it’s good to keep in mind, that the display size doesn’t affect the user performance so interaction with big wall mounted screens like the powerwall is generally possible.

Secondly the research of Voelker et al. has shown that the re-introduction of the three state model (see figure 6) with the tracking state is essentially for a good user performance. While the gesture based techniques may be applied to most touch surface technologies I see the pressure based techniques being superior to them. Whether to use the pressure quasimode or the pressure switch method should be subject of further research. Also Benko’s SimPress Clicking should be examined in this particular case. When doing research Voelker’s postulated design considerations are a good criteria to evaluate the outcomes. Especially being aware of the current state and not slipping unintentionally between the states is crucial.

Obviously bimanual interaction with all fingers can offer more input possibilities. The techniques investigated by Malik et al. give a good starting point for future research. Especially if the tasks demand a high accuracy the workspace concept may offer the needed precision. But I have some reservations about being able to pin down them and open a new workspace because in Malik’s concept you can’t jump with your right hand between the workspaces easily. Mapping all of the open workspaces to the surface side of the right hand can be an opinion, but this will interfere with Gilliot’s findings of the aspect ratio.

To my mind symmetric touch interaction may offer additional accuracy but is not covered by Malik’s research. So this is up for future research. A good start can be Benko’s work in which he introduce several symmetric interaction techniques for direct touch input.

Owing to all these considerations it becomes plausible that none of the suggested methods can be alone the solution of the future working environment. All of them have their advantages, but also their drawbacks. At the end it will be the combination of several techniques to evolve the general desktop environment and offer a good user performance.
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Abstract—In this paper we look at the current state of interactive information visualizations and how they can be evaluated beyond time and error. We focus on non-expert visualizations that contain interactivity for the user and can be found in the environments of news websites, museums and public spaces. For each environment particularities and examples are illustrated and the different categories of interaction described, including for what purposes they can or should be used. For evaluating those graphics we look at the advantages and different use cases for "Lab Studies" and "Into-the-Wild Studies", and explain why qualitative and quantitative methods both are equally valuable. Furthermore we point out three aspects that should be considered when evaluating those visualizations: 1) The inclusion of the building process into evaluation, with user testings as well as expert analyses, 2) Rating the discoveries a user makes during exploration, and 3) The advantages of long-term studies.
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1 INTRODUCTION

If we consider previous research in the evaluation of information visualization (Infovis), there are two main components being considered, which are representation and interaction [39]. There is still more focus on evaluating the representational part [11], but with the increased dissemination and the facilitated possibilities to create interactive visualizations it is becoming more important to also focus on the interaction part and try to understand how people use it and how they gain insight. Of course these two parts go hand in hand, because also the interactive visualization needs to have a clear and understandable representation to make it usable. The interaction part however is still underrepresented in scientific research papers so far [39].

To first understand the advantage of the opportunity to interact with infographics, Endert et al. explained how it helps understanding complex and extensive datasets [12]. That is because the user can visually explore data, make decisions independently and navigate through the available dataset corresponding to his interests. Especially for the interactive "non-expert" graphics considered here, also the playful aspect is important, because the user has to be engaged and motivated to deal with the graphic. So the question arises how we can evaluate the quality of those interactive visualizations. For example they can either contain a lot of useful information but being ignored by the users because they don’t catch their attention, or they are just not recognized as something to interact with and offering information - that can particularly happen with installations in public spaces [16]. Another possibility is, that it invites the users to play, but misses the informational part because the information isn’t easily accessible or it just doesn’t provide a lot of it. To regard all these circumstances for the evaluation, it isn’t enough to only look at the time and error rate in a user study, but we also have to consider how likely it is that the graphic catches the users’ attention and prevails upon them to interact with it, how much insight a user gains and how he understands using the provided possibilities of interaction. Therefore we look at established evaluation methods and their benefits. We also point out some aspects that should additionally be considered when evaluating interactive non-expert visualizations. Before that we define the addressed visualizations more precisely, present some examples and show different categories of interaction.

2 CONSIDERED VISUALIZATIONS

Information visualizations can be used in a lot of different areas. For this paper we narrowed down the target group and decided to focus on interactive "non-expert" visualizations. Those who can be found in three different environments. The following explains the details and shows some examples.

2.1 For "non-experts"

Many information visualization systems are considered to visualize a very specific research field and thus help experts doing analyses of their highly specialised work. But there are also use cases for Infovis systems that aim for explaining a general topic, where the target group is people with various backgrounds and different fields of expertise and interest [28]. Most of them are thus no experts in the specific field of the visualization. These "non-expert" visualizations are therefore rather for giving an overview of something and do not intend to dive into the topic too deeply. Even though the interactivity enables further exploration, it has to be assumed that the user is new to the topic and explain everything from scratch.

In general the use of those visualizations is voluntary and they often are just supplemental offerings. That means it first has to get the users attention and look interesting enough to motivate further investigation. There are a lot of factors influencing that decision, for example time constraints, familiarity, mood, age [18]. If the visualization attracted the user, the possibilities of interaction should be easy to discover. They should either be recognizable from previous experience and correspond to a "usual" way of interaction - as known from web applications or native apps - or provide the user with a challenging or creative task [18]. But all interactive elements have to be identifiable, more advanced interaction methods should be explained shortly. If it looks too complicated it might scare off the users, so there has to be a trade-off between looking interesting and being manageable [6].

2.2 Environment

These non-experts visualizations occur in many different environments. To narrow down the field of application, we want to look at three different cases, as there are news websites, museums/exhibitions and public spaces. Below, all three environments are explained in more detail:

2.2.1 Interactive graphics at online news websites

Since Internet technologies, such as browsers or native apps offer many possibilities for interaction, it challenges the traditional "one-way directional flow of news" [9]. The readers can choose themselves what they are interested in and don’t have to follow the guidelines.
from the news producers [8, 17, 35]. They can choose from endless offers and even get the chance to participate interactively in different ways. One kind of interactivity is interactive graphics, which can be associated with an article, provide additional information or give an overview over a certain topic. There are several flagship examples from big online newspapers, like The Guardian or the New York Times. Together with the new species of data journalists they try to realize big interactive data projects more and more often.

In contrast to the traditional newspaper, that people often read calmly for example during their breakfast or while riding a train, the purpose of reading online news is mainly to get updated or informed very quickly, for example during a short break at work - but it can happen several times a day [17]. When online news users enter the landing page of the website, they find an overview with a huge selection of articles. The goal of the users is to find something that is interesting for them. Again in contrast to the traditional newspaper, where the reader at least scans the content and layout of most articles by flicking through the pages, the online news only show a small teaser of the article or even just a headline to invite to further reading. That means that in the end most texts there will never be opened [17]. So the first challenge for the interactive graphics is to be realized at all. They have to catch the readers attention and motivate them to follow the link. The second one then is the understanding of the graphic. The readers have to understand what the graphic shows, how they can interact with it and what advantages they get by doing so. And all this should be visible without the need for an extensive explanation [8].

Figure 1 shows an example of an interactive graphic at sueddeutsche.de (the online presence of the Süddeutsche Zeitung), which was developed together with OpenDataCity - the "Zugmonitor". It visualizes data on a map from the German Railway Company in real time and gives an overview of all trains and indicates those who have a delay. The view can also be predated, and show data from a former day. The data is obtained through data scraping from the train company’s website, thus it unfortunately is dependent on their data structure and won’t work anymore when the company decides to change it (as it happened in autumn 2013). It still is a good example for the possibilities of interaction a news website visitor can have.

2.2.2 Museums and exhibitions

Increasingly augmented with digital technology [18] museums often offer interactive Infosys systems to their visitors. Those provide deeper insight or background information to the exhibited pieces. Care has to be taken that people visit museums for very different reasons, as for example to "add to their specialized knowledge", or for "an entertaining and educational experience" [15]. That means on the one hand we cannot assume that visitors have prior knowledge in a certain topic and thus the installation should provide introductory information. On the other hand it should also be interesting for those who already have specialized knowledge and offer more profound information. Furthermore it is not very likely that a visitor will use the installation more than once [18] so it has to evoke their curiosity immediately as well as be understandable intuitively. But at least we can ascribe the visitors a certain interest for the exhibition.

As examples the Austrian Technical Museum in Vienna had an installation at their exhibition medi.en.welten (in summer 2013), where visitors could do calculations like on a real Abacus. The system evaluated the input and offered feedback and instructions if necessary [18]. Figure 2 shows another example, the "The Virtual Fraunhofer Spektralapparat" at the Deutsches Museum in Munich. An interactive 3D model is displayed next to the original piece. The visitor can turn it around in every angle and gets additional information about the functionality of the Spektralapparat, like which part does what and how. This approach brings the visitor way more insight than if he was just looking at the model [21].
or to write or read local announcements (and much more). Although it is not implemented outside in a real public space yet, it surely is a showcase project for "the potential of next-generation urban transportation design" [25].

One less futuristic example is the installation "Vote With Your Feet" from Steinberger et al. A "hyperlocal public polling tool for urban screens" [13] that is meant to engage people in thinking about certain topics and to show the community’s attitude towards it. With two buttons on the ground, the participant can answer questions with "Yes" or "No" and thus be part of a survey.

But the few interactive installations in public spaces seem to have additional problems with getting noticed and accepted. Especially in cluttered public spaces it is at first challenging to get people’s attention and to make them pause for something they don’t know and don’t see the immediate benefit of [24]. Many objects in public spaces may not be noticed at all or at least not with the main focus of a passing person. Sometimes they are seen unconsciously or as secondary task, while doing something else, which means people are paying only limited attention to these objects [32]. Furthermore the common human-computer interaction (HCI) findings for how people interact with interactive displays seem to differ a little for public spaces, as there is the factor of being in public and seen by others [24, 13, 34] and the factor that the system has to be realized before the interaction can take place [24]. HCI mostly assumes that the user already knows that there is something to interact with.

3 Categories of Interaction

In his book "Visual Explanations: Images and Quantities, Evidence and Narrative" Tufte lists 58 different methods of interaction to “winnow the wheat from the chaff and separate the sheep from the goats”, those are for example "pair, merge, harmonize, synthesize, focus, organize" [37]. To narrow those down a little, Yi et al. made one persuasive categorization with seven methods. Those are: Select, Explore, Reconfigure, Encode, Abstract/Elaborate, Filter, Connect [39].

For the visualizations we observe here, not all of those seven methods seem equally important, because for the non-expert user (as defined above) the interaction should primarily be simple to lower the barrier to get started. If there is too much preparation necessary, it is very likely that people abandon the interaction.

As Table 1 shows exploring seems to be the most prevalent method of interaction for the non-expert interactivity. It enables the user to change to a different subset of data. Sometimes exploring reminds more of flipping through a book than being in a modern digital environment, where more fancy methods could be applied. But to also encourage inexperienced users to interact with digital devices it’s reasonable to use that method [19].

To show the applications for all the other interaction techniques, the seven methods are defined shortly and explained how they are used in the examples from Table 1:

3.1 Select

Enables the user to mark one item as interesting and thus lets him keep track of a transformation or get additional information for that item. In the example of the "Zugmonitor" the user can click on one train to highlight the route it is on. It simplifies tracking one specific train without having to stare at it to not get lost in the clutter. Furthermore it lists all the stations that particular train is stopping, the scheduled time and the potential delay.

3.2 Explore

As already mentioned Explore lets the user change the displayed subset of data. It doesn’t necessarily change the whole view but can also just let some additional data appear and some previous data vanish. In the mentioned examples in Table 1 the interaction mostly changes the whole view.

3.3 Reconfigure

The spatial arrangement can be changed through reconfiguring the view, for example to be able to see more details and less clutter at a specific area of interest. Hidden information can thus be revealed and connections or rankings seen more clearly. For listings reconfiguration is used very often, to sort lists after specific criteria. In the example of the New York Times graphic, where the World Cup players are shown in different sizes depending on the number of mentions in Facebook posts during a day, the user can also reconfigure the view and either order them by the country they are playing for, by their name or by the visualized number of mentions. In the examples for the environment of a museum the reconfiguration is often used for 3D models, to enable the user to virtually turn around an object and observe it from any angle.

3.4 Encode

Encoding can be used to change the fundamental visual representation, like colours, shapes, the kind of representation – for example change a bar chart to a scatterplot. This technique doesn’t appear too often in the considered Infovis systems, therefore there is also no example for it in Table 1. The reason may be that encoding requires the user to already have a deeper understanding of the represented dataset, to be able to purposefully change the representation to a more suitable one for that specific dataset. It could surely also be used for playing around and thus accidentally discovering new features, but it probably is more useful for expert visualizations.

3.5 Abstract/Elaborate

Especially for big datasets it is impossible to show all information in one screen and very often it is also not necessary, because the user only wants an overview without going deeper into detail or he is only interested in a single aspect. Abstracting and Elaborating the infographic allows the user to adjust the degree of abstraction - to either go deeper into one aspect or go further away to see more of the overall image. At The Guardian’s “Woman’s Rights” graphic, the reader first gets an overview of all the continents and their averaged data. If he then selects one continent, the graphic goes deeper into the data of that specific continent and shows details for the single countries inside. Here the colours and their saturation indicate the positioning of one country in the seven represented categories. If the user again selects one of those sections, a listing for the legislation behind that category is shown next to the graphic, displaying a tick or a cross for being in the country’s law or not. In that graphic there are three layers of abstraction. Many more can for example be found on geographical maps where data can either be seen for the whole world or alternatively for one street inside a city (and many layers in between).
To “quantify the quality of a visualization system” \cite{1} we thus need methods beyond time and error. That gives the user additional information because with one train its route is highlighted and thus shows the connected stations. That gives the user additional information because with one train its route is highlighted and thus shows the connected stations. But first we discuss why we need more elaborate approaches than “the time and error approach” at all.

### 3.6 Filter

Filtering means the user can add or remove criteria for the displayed data and thus only see the matching information. He can for example select a range of time, because it is assumed that in that range something interesting happened. All the other information is not interesting at that moment and thus doesn’t have to be displayed. In the “Zugmonitor” the user can filter the data for specific dates or time frames or he can choose one specific train station or one specific train number and get information about delays only for trains that match that criteria.

### 3.7 Connect

Connecting representation can either be used when one dataset is visualized in different ways in more than one view - to highlight one selected item also in all the other views. Or it can be used for highlighting similar items to show connections that otherwise would have remained unseen. Again in the "Zugmonitor", if the user clicks on one train its route is highlighted and thus shows the connected stations. That gives the user additional information because with the many routes overlapping and cutting across each other, it is impossible to recognize one specific route if it is not highlighted.

As table 1 shows not every kind of interaction fits into those definitions. Especially in the environment of Public Spaces it’s not necessarily only touchscreens the user can interact with, but different objects that for example augment the visualization, make it more special or artistic.

<table>
<thead>
<tr>
<th>Environment</th>
<th>Name / Place</th>
<th>Underlying data</th>
<th>Tasks</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Websites</td>
<td>Zugmonitor</td>
<td>data scraping from Deutsche Bahn website</td>
<td>Select, Explore, Filter, Connect</td>
<td>Visualizes long-distance trains in Germany and their delays. Live and historic. (Currently out of order since the German train company changed their data structure in autumn 2013)</td>
</tr>
<tr>
<td></td>
<td>Süddeutsche Zeitung (zugmonitor.sz.de)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Top World Cup Players on Facebook, Day by Day</td>
<td>Number of mentions of players through Facebook API</td>
<td>Explore, Reconfigure, Encode</td>
<td>Pictures of the most discussed World Cup players are sized corresponding to how often they were mentioned on Facebook posts (for each day of the World Cup 2010)</td>
</tr>
<tr>
<td></td>
<td>New York Times (nytimes.com/interactive)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Women’s rights, Country by country</td>
<td>Excel Sheet with data collected by World Bank and UN</td>
<td>Explore, Reconfigure, Abstract/Elaborate</td>
<td>Illustrates women’s rights across the world. Details for single countries in seven categories and the legislation behind them (February 2014)</td>
</tr>
<tr>
<td></td>
<td>The Guardian (theguardian.com)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Museums/ Exhibitions</td>
<td>Fraunhofer Spektralapparat</td>
<td>3D model of Spektralapparat and associated explanations</td>
<td>Explore, Reconfigure</td>
<td>Digital 3D model next to the original artefact to let visitors discover the piece more detailed</td>
</tr>
<tr>
<td></td>
<td>Deutsches Museum</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Abacus</td>
<td>Exercises generated by museum</td>
<td>Explore</td>
<td>Digitally-augmented Abacus that lets the visitors do calculations on it and offers feedback and instructions</td>
</tr>
<tr>
<td></td>
<td>Technical Museum Vienna</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>360grad Electric</td>
<td>3D model plus additional information</td>
<td>Explore, Reconfigure, Abstract/Elaborate</td>
<td>Shows a BMWi model and background information with slick animations</td>
</tr>
<tr>
<td></td>
<td>BMW Welt in Munich</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public Spaces</td>
<td>EyeStop</td>
<td>APIs to public transport, news, etc., plus data from own sensors</td>
<td>Explore, Reconfigure</td>
<td>Solar powered future bus stop that should also be used as a community gathering space</td>
</tr>
<tr>
<td></td>
<td>MIT SENSEable City Lab</td>
<td>Everything possible</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cykelbarometer</td>
<td>Generated by people</td>
<td>Other (more participation than interaction)</td>
<td>Displays the number of how many cyclists already past that point that day</td>
</tr>
<tr>
<td></td>
<td>Copenhagen, Denmark</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vote With Your Feet</td>
<td>Generated by people</td>
<td>Select</td>
<td>Public polling tool installed at bus stop asking people Yes/No questions. Answers are given through two buttons on the ground</td>
</tr>
<tr>
<td></td>
<td>Brisbane, Australia</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Examples for different environments

### 4 COMMON EVALUATION METHODS

There are many well-established and valuable methods for the evaluation of information visualizations. They are mostly well documented and the creators of the study can use guidelines and checklists to prepare their tests. The types of studies reach from simple task solving exercises to more complex observations of unknowing users. There are quantitative and qualitative methods that can either take place in a lab or outside in the settings where the applications will actually be used when finished. Advantages and disadvantages of both environments will be explained and why assertors of qualitative and those of quantitative methods don’t have to fight any longer. But first we discuss why we need more elaborate approaches than “the time and error approach” at all.

#### 4.1 Problems with the time and error approach

If there is a classical way of evaluating information visualizations, then it probably is the one where a test user is asked to deal with a certain task and then the observer watches how long it takes him and how many errors are made in the meantime \cite{30}. This approach is sufficient for simple visualizations, but with more complex data and many different possibilities of interaction it becomes less suitable. Furthermore tools that visualize big data are mainly made for “innovation and discovery” \cite{31} so it doesn’t make sense to let the user do one specific exercise, but rather observe how he is trying to gain insight and discover the data. To “quantify the quality of a visualization system” \cite{1} we thus need methods beyond time and error.
4.2 Lab Studies

It is very common to evaluate new things in the environment of a lab, because there the researcher has the necessary equipment and all the test users are in the same situation when they do the tests. Also ethically it is flawless because the users know that they are part of a study and can thus not feel spied on afterwards.

4.2.1 Usability testing

The classical usability test requires three to ten test users that are given a set of typical tasks. The observers watch them to see where they run into trouble and write a report afterwards with all the identified problems, possibly ranked by importance. Then the product is being improved and a new usability test created. Through these many iterations it is possible to improve the understanding and the operationality of a product. And it can respond to the needs and wishes of the end user in a very effective way. Disadvantages are that the environment is different than the one the system would usually be used in. Also the devices may be different from the ones used normally. Improvements can be to relocate the tests into the work environment (including all the distractions and interruptions one normally has there) and to allow the test users to utilize their own devices [31].

4.2.2 Questionnaires, Talking Aloud and Thinking Aloud

Additional to only looking for obstacles the user is facing, one can ask the test person a lot of questions afterwards, why he decided to do it this or that way. More live and unfiltered feedback one can get by asking the user to say everything he is doing out loud, that also reveals the consciousness about decisions and if everything is understood as it was supposed to. The "Thinking Aloud" method requests the user to talk even more. He has to speak out everything he is thinking while finishing the exercise. That can reveal indeterminations of what to do next or show how certain elements are received and if they are recognized as what they are supposed to be. But because the talking task demands a lot of concentration and users also tend to pay more attention to navigation problems than they normally would, those tests can not at the same time be used for testing the time needed for completion and thus the efficiency [38]. They are also highly subjective and can’t be evaluated with an algorithm or some mathematical formula but have to be assessed individually (see 4.4).

4.2.3 Cognitive methods

To not only rely on what the test users verbalize, there are methods where the accurate behaviour can be tracked and thus even unconscious activities can be noticed. Methods are for example "Eye Tracking", measuring the brain activity or even more physiological responses like muscle activity. All these measurements need quite expensive hardware, so it can’t be expected to have them available for every project. If they are available, again the final evaluation is another big challenge, because all the recorded signals have to be interpreted. Therefore the researchers need special knowledge in neuroscience or have to collaborate with experts. It also makes sense to already involve experts during the design phase of the study, the results may be less cryptical then for non-neuroscientists - but still need some extra knowledge [3].

4.3 "Into-the-Wild" Studies

For the interactive non-expert visualizations we defined above, the previous described methods are not sufficient, because they only consider the last of the three phases. The first important phases of the evaluation of those visualizations is, that they have to be discovered and approached, before the interaction finally takes place. So we can not just invite test persons into a lab and place them in front of the system, but we want to know if untaught people do realize the existence of the systems at all and if so, if it makes them curious enough to actually approach them. That means we actually have to do tests outside "in the wild" to explore people’s behaviour.

4.3.1 Awareness and Motivation

There are at least three phases that have to be gone through for a successful interaction [24, 16] - some literature even mentions more phases (for example Michail et al. name six in their "Audience Funnel" [22]), but those are the ones that seem to be most important for us:

- **Attention**: The first step is to be realised by passing people
- **Motivation**: The phase of understanding what it offers and deciding if it is worth trying
- **Interaction**: The actual phase of interaction and gaining insight

As mentioned above, we have to leave the lab environment to be able to evaluate the first two phases. For news websites it may even work to explore the user’s behaviour in a lab, if the user doesn’t know about what is there actually to discover, but the testing environment can bias the behaviour in that way, that the user is more attentive than he would normally be, when browsing a news site. So we want to find out, if the visualization is being discovered without the user having any expectations. That means we let unknowing people approach and interact with the installation and can start asking questions afterwards.

4.3.2 Observation and Interviews

In the environment of a museum Hinrichs et al. chose a "qualitative ethnographically oriented study method" as described by Blomberg et al. in the book "Participatory Design - Principles and Practices". People were informed through a sign that a study was being conducted in the room to harm nobody’s privacy. Even though they didn’t use video or audio recordings and only took notes of their observations. The observer was also sitting quite far away from the installation, so they hoped there was no interference with the people’s behaviour. After interacting with the object, the visitors were asked to fill out a questionnaire concerning their experience with the installation and if and how they gained insight through the visualization. Afterwards the researchers had to analyze all the notes and discoveries. Therefore they used the "open coding method" (the term was characterized in 1989 in the context of Social Sciences [5]) which means creating a category system based on the results of the observation. The categories, as many as necessary, are generated freely and afterwards grouped together and given more abstract labels, then grouped together again and so on [7]. The results then showed different types of visitors, different behaviour if they were alone or in a group and how long and intense they interacted with it. They concluded that the motivation for approaching the installation was "the display technology, the visual appearance of the visualizations, and seeing other people interact with it" [15].

4.3.3 Hidden cameras

It often makes sense to capture the situation with a camera, to enable looking at it again afterwards. There are some rules the researchers have to stick to, to not infringe the test person’s rights but if they keep those conditions it is a useful tool. It makes it even possible that the observers are at another place during the test phase, to not influence the behaviour of the passing people. For example Steinberger et al. used that method to evaluate their interactive bus stop. Like in the previous example they also observed the people (the ones using the object as well as the people watching) and tried to interview them after they finished their interaction with the object. Here the motivation for approaching the installation was either an interest in the displayed topic or it was seen as a nice occupation while waiting for the bus. Due to the fact that it offers a very simple task (one Yes, one No button) it was perceived as very easy and understandable [13].
4.4 Qualitative vs. Quantitative
All these observations, interviewing people or letting them fill out questionnaires entail a long post processing phase. They involve a big interpretive part and collection of empirical data, sometimes even philosophical questions. These qualitative methods "seek to make sense of personal stories and the ways in which they interact" [27, pp. 1]. In contrast to that there are the quantitative methods, which use numbers and statistical methods to produce results that are generalizable. "In qualitative research, the researcher's role is to observe and measure, and care is taken to keep the researchers from 'contaminating' the data through personal involvement with the research subject" [27, p. 6]. In many older literature about research methods, scientists were almost fighting about which of those methods is better. Positivists regard the world as made up of observable, measurable facts", whereas the interpretivist "portrays a world in which reality is socially constructed, complex and ever changing" [27, p. 8-9]. Nowadays scientists agreed largely on both methods being useful for specific needs. And it is also common to use them both, for example enriching collected numbers with user interviews or to also make a survey with predefined answers during a qualitative study [36, p. 3-6].

For the considered Infovis systems the qualitative approach often is more convenient. The creators want to know how people perceive the objects and what exactly motivates them to actually approach them or rather not. Also because it is a not too established field of Infovis, they want to get new insights, suggestions and ideas, to keep improving the systems. And those insights may not be caught by quantitative methods. An exception can be the evaluation of online graphics. Because here the persons responsible often don’t want to spend too much time for evaluation, so they draw back to the data that is generated for their website anyway. That is number of visitors, number of clicks, time they remained on a page, and if available some demographic values (age, gender, field of interest), where they come from (geographically and from which previous website), if they are new or returning visitors and so on. With that data they can see if a visualization is very popular or if it seems to remain rather undiscovered. The data about how long someone spends with it reveals insight too, but the reasons, the exact behaviour, and understanding cannot be caught through that data. A tool for getting qualitative feedback on websites (without having to prepare a study) is the comment function they often offer. People who are particularly excited about the article, or feel the need to contribute something get the chance there - however if that feedback is used to improve future graphics cannot be answered explicitly.

Many of the portrayed methods are established and well documented and can deliver qualitative as well as quantitative data. But especially for the considered interactive non-expert visualizations there are some ideas for additions to common evaluation methods that still could improve the results. In the following chapter we take a closer look at those ideas.

5 Required features
The previously portrayed methods are used very often and there are also many detailed instructions available. "A method of analysing interview transcripts in qualitative research" [7] for example guides through all the steps of a qualitative evaluation, the book "Blending qualitative and quantitative research methods in theses and dissertations" breaks it all down and offers a whole "Catalogue of Methods" [36]. Still there are some features missing in current evaluations, three suggestions are described in the following. The inclusion of the building process and the measuring of discoveries can be performed in lab study environments, Long-term studies would then take place in the final environment of the system.

5.1 Include building process
There are two aspects that should be evaluated already and repeatedly during the creation process of the interactive visualization. That is the interaction (usability and understandability) and the appeal (that includes aesthetics and the user’s experience). Especially usability and experience overlap very often and the effects of aesthetics are sometimes only perceived unconsciously by the user. That is why next to testing the prototypes with users it also makes sense to include interaction design experts in the building process [14]. Through their experience and knowledge of guidelines they can help to avoid making mistakes that have been made before. Both suggestions are very time consuming and expensive but can avoid a lot of post-treatment.

5.1.1 User testing
As mentioned earlier the non-expert visualizations have to be very easy to understand. Some projects have been portrayed that have the simplest possible interaction methods (for example only 2 buttons). But the bigger and more complex the data gets, the more possibilities of interaction could be used. Therefore a balance has to be found between using as many handy methods as possible and still being usable intuitively. But very often developers and designers lose their neutral view during a project and tend to overlook potential problems, because it seems just very clear to them. As idea for evaluating the balance between interesting and simple, it would make sense to already include the building process into the evaluation [20]. As described for the usability-tests, one could regularly invite few test users to see if they understand the current possibilities of interaction and base on that continue the development. That would avoid having something totally magnificent in the end that people won’t use because they don’t understand it. As described by Hinrichs et al. "a visually appealing information visualization can be experienced negatively if it is hard to explore due to awkward interaction techniques" [15].

5.1.2 Expert testing
Additionally to evaluating the user’s behaviour, experts can be asked to evaluate the overall usability, user experience and fluidity [14]. That also should happen during the building process to avoid too many adjustments afterwards. There are a lot of rules and usability design guidelines that help creating a system. Experts in the field of interaction design can identify potential problems that users might face during the usage of the system. Afterwards they can help improving them due to their experience and knowledge. Nielsen suggests to include three to five experts to identify the most relevant problems [26]. As this paper was considered being more at the interaction part of Infovis, not the representational one, we mainly ignored the aesthetics part of our installations. But when it comes to interactivity, the user experiences the behaviour of the whole installation, and that goes closely together with the aesthetics. Our systems involve the "first-approach-moment" and they are only used voluntarily. So for attracting people to approach them at all they have to have a certain appeal. Interaction designers will also consider the effects of aesthetics and fluidity [11]. Besides getting information out of it, the user also wants to be entertained and enjoy the newest possibilities of technology. "Users should get a feeling of immersion, first-personness and direct engagement with the objects and the visualizations" [11, p. 4]. If an animation doesn’t react immediately, gets stuck all the time or isn’t visually appealing the chances of people abandoning the installation raise.

5.2 Measuring discoveries
Even though we focused a lot on the approaching process, gaining insight should still be the crucial part of information visualizations. But how can we measure the insight when we actually want the users to independently discover the provided data, rather than asking them to do one specific task? Saraiya et al. defined it in the following way: "More, valuable, faster, and deeper data findings correspond to more effective visualizations as it suggests users can gain more insight from the data" [29]. Even though their research concerned Bioinformatics Visualizations, they claim that definition to be domain independent. To measure the value and depthness of the findings, they suggest that the experimenters could either use self-reporting and ask the users to rate their own findings or to ask domain experts to rate them [29]. In our cases we think self-reporting could be sufficient, because the data
of the installations is mostly preselected and thus it is less likely to
discover something completely new (exceptions are possible). So the
users could be asked to rate the importance of their findings on a scale,
or the evaluators could, due to their expertise in that topic, define the
value of a certain finding. The test user thus would achieve a score in
the end. Both attempts would yield quantitative results and thus make
the evaluation process quicker and less subjective. But until now it is
only a suggestion, because there haven’t been scientific studies for our
specific use cases yet, to prove that method valuable.

5.3 Long-Term studies

The qualitative methods performed during “Into-the-Wild” studies (as
mentioned above) seem to yield quite vague results sometimes. The
results are strongly dependent on the persons being interviewed and
finally the interpretation of the researcher. Also prototype installations
often look more like art objects or alien elements especially in public
spaces. But as the goal of the visualizations is to inform people, we
want to know how much insight they gain through them [29]. And to
get an as less distorted result as possible, the user has to be familiar
with the system first [30]. Therefore it seems reasonable to observe
them over a longer period of time. People then can get used to it
and approach them less sceptical. So especially for the evaluation
of installations in public spaces that approach should be considered more
often. People passing a place regularly, might be in a hurry or just
sceptical in the first place, but would maybe approach it another time.
However for museums, where people rarely pass by more than once
and for news sites, where the topics change really quickly long-term
studies are rather inconvenient.

6 Conclusion

There are many great examples for bringing information to people in
a digital and interactive way, but still there is a lot of potential for that
number to grow. Creating them is connected with a lot of work and
the benefits are controversial. For example generating an interactive
information visualization for a news website involves editors, design-
ers, programmers and often also a data expert. So it is only profitable
for bigger topics that attract many readers and in general also only
for bigger companies who can afford experimenting with those tools.
But we can see a trend in more and more tools appearing that help
building visualizations of data, and are not exclusively accessible
for programmers. There is for example "InstantAtlas", "Leaflet", "Visual.ly", "Dygraphs", "Google Charts" and many more. Besides,
nowadays also the general "non-expert" is used to computers, the
interaction on websites is the most convenient one for everybody
and thus creators of interactive graphics can experiment more with new
techniques than would be advisable for a museum for example.

For the evaluation there are a lot of established methods available.
For the non-expert visualizations considered here it turned out that
qualitative methods can bring the most benefit and they can also be
combined with quantitative data. But still some improvements could
be made when it comes to “Into-the-Wild” studies, which are a useful
extension to the isolated lab studies. Even though the lab studies are
also important and valuable in many cases, especially for the public
installations it is necessary to test them in their actual environment
and with untaught people. That again raises some ethical questions, like
if it is acceptable to film random people in the public and to invade
their privacy by approaching them with a lot of questions. There are
some rules that for example the "Human Research Ethics Committee"
established and if the researchers are decent and unobtrusive it can be
acceptable for all participants.

I intentionally left out the discussion about all the different devices
for visualizations and focussed on tabletop displays for museums and
desktop computers for news sites. News graphics should ideally also
work on mobile devices, but those are mainly still limited in speed and
performance so the visualizations can’t always be expected to have
the same behaviour there as on a desktop computer - also the screen
size limits the possibilities of interaction. For public spaces there
doesn’t seem to be one consistent kind of device yet, as the whole
field still is in the phase of development and the rare installations
try to use inventive and extraordinary input devices to increase the
adventurous experience.

I also didn’t go into much detail about how exactly the analysis
of the evaluation results is being made. There is a lot of literature
for that and especially for the qualitative methods there are some
philosophical questions that have to be answered and it is dependent
on the interpretation of the particular observer. It may be said that it
makes sense to include some more people into the process of analysis
to avoid being too influenced by one opinion.

The research also indicated that visualizations in public spaces are
not too common yet and differ in many points to those in a museum
or on a website. The differences are for example: the target group,
the displays, the input devices, the robustness. On a public space one
cannot tell a target group at all. Even though museums and websites
also are accessible for everybody, it mostly attracts people who are
interested in the specific field the museum or website shows. And there
is also the problem of maintenance and vandalism but there might be
possible alternatives found to build robust and immune displays that
can stand all the resistance outside, it surely would be nice to see more
public interactive installations in the future.
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Memorability in Information Visualization
Stefanie Schreiner

Abstract—Since we went to school, it is important to keep information in someone's mind. Just as it is in Human-Computer-Interaction and especially in Information Visualization. This paper explains how information is perceived and which errors can occur. After the perception information gets in the memory. Therefore, this paper presents the three different types of memory depending how long information remains there. Information visualization is a partition of Human-Computer-Interaction (HCI). Thus, this paper outlines in which areas of general HCI memorability is important as well, besides Information Visualization. Examples are Passwords and the general interaction with devices. In this sectors it is helpful to support the user by presenting its possibilities. To maintain the memorability in information visualization using color is effective. But this is just an example. For different types of information visualizations there are different methods for supporting the memorability. This paper splits information in static and dynamic. It describes whether data is moving or not. Spatializations are one example. It can be effective using 3D landscapes as background to support their memorability. In the dynamic version preserving a mental map has no effect. Memorability can be tested in many ways. Usually, there are two levels. One memorization phase and one for remembering. In this section information is either recalled or recognized. Finally, this paper explains which findings of HCI can be used for Information visualization as well.

Index Terms—Information Visualization, Memorability, Memory, HCI, Graphics, Junk

1 INTRODUCTION
Usability is very important in the interaction with computer, apps or environmental displays. It plays a major role in the user experience design. Users should have no problems during their interaction. The ease of use [3] has priority. Usability is defined as "... the capability in human functional terms to be used easily and effectively by the specified range of users, given specified training and user support, to fulfill the specified range of tasks, within the specified range of environmental scenarios [22]." Information visualization is the graphical presentation of data. This is important for presentations in web, newspaper, apps etc. An information visualization should be presented coherently. The user should read information easily. In both areas, memorability is fundamental. Passwords play a major security role in usability. But also in information visualization memorability is important to read data and keep them in mind for presentations etcetera. This paper outlines in which types human memory can be separated. In addition, how to achieve that something remains as long as possible in memory. But before this the paper defines the way of perception, the process before information get in the memory. Further, the role of memorability in general HCI is declared. This is important for the last chapter in which commonalities of HCI and information visualization is discussed. This paper focuses on information visualization which is a partition of HCI. Therefore, the role of memorability in Information Visualization is analyzed in detail. It determines which components support visualizations to keep them in the memory easier. In the next chapter the paper explains how memorability can be tested. Finally, the paper discusses which findings of memorability in HCI can be used for the information visualization.

2 PERCEPTION
Before an information gets in someone’s memory it has to be perceived to handle and analyze the information. In this chapter levels of the perception and one special phenomenon are explained.

2.1 Preattentive Processing
There are some purposes of objects which are perceived very rapidly without focused attention. These are properties that stand out. This is important for designing effective visualizations. Treisman [26] examined which visual properties are detected preattentively. She gave users a set of objects and measured the response time of detecting them. The result is that color and shape are perceived preattentively. But not the combination of both. Some other characteristics which are based on color and shape are preattentively mentioned like orientation, length/width, closure, curvature, density/contrast, luminance, intersection, terminators, 3D depth and so on. After the preattentive processing the levels of processing take place.

2.2 Levels of processing
Norman [20] defined three levels of processing, visceral, behavioral and reflective. If an information survives every step it gets in the memory.
- The first level, visceral, works fast, automatic and makes quick judgements. It includes the basic perceptual operations of distinguishing objects. Examples are textures and the movement of an object.
- The next level is called behavioral. It uses the output of the visceral level and works on it. This level orders objects, perceived in level one, to find a structure of a scene.
- The last level, reflective, does not have access to the low-level purposes perceived by the visceral level. It reflects what is happening at the behavioral level, tries to find a meaning and to solve the task.

When an information survives the last level of perception it comes in the memory.

2.3 Change Blindness
Change Blindness [23] is a phenomenon at the perception. It describes the problem of humans not noticing visual changes in a scene. An example is a sudden change in color or movement of an object. There are some different assumptions why this failure happens:
- The first one is called overwriting. The new scene replaces the old one in the memory. Thus, there is no basic scene for a comparison and further can not detect a change.
- The next explanation is about the first impression. Here, the first scene is encoded but it fails to encode the second scene. Users have to understand the scene. Then they can detect changes and understand the need of changes in a scene.
- One other declaration is that nothing is stored in memory. There is no need for storing a scene because it is sufficient represented. Further, there is no basis for a comparison.
The next reason is nothing is compared. Users store a mental representation of a scene but there is no comparison made and further no changes can be mentioned.

The last one is about feature combination. The first and the new scene are combined to a new scene in the memory. There is no possibility of a separation and no comparison possible. [23]

3 HUMAN MEMORY

After an information survived all levels of perception it comes in the memory. There are three different kind of memories, sensory memory, short-term memory and long-term memory. It depends on how long the remembrance is already in the memory. The first level is the sensory memory. Each memorization which is in the long-term memory has already been in the short-term memory and in the sensory memory before. In this chapter all three kind of memories are explained and how an information comes in there. But first, the whole memory process can be separated in two determinations. There is the implicit and explicit memory, and the declarative and procedural memory. Implicit describes the availability of information without work for recall of the information. An example is, when someone sees a dog on the street, he directly know that this is a dog. Explicit memory determines an intentional work for the recall of information. This describes a process on which humans first have to reflect before knowing the information. Declarative is the knowledge about things, facts and events and procedural describes the process, knowing about how things are done.[29]

3.1 Sensory Memory

The sensory memory keeps an exact representation of physical purposes of sensory stimuli for the duration of a few seconds. There are three different kind of sensory memory. It depends on how a stimuli is noticed.

The iconic memory is the sensory memory for visual stimuli. It stores huge information for a short duration of about one second. An examination of Sperling [24] shows the duration of the sensory memory: Sperling showed users three lines of four letters each. They are presented on a display for a half second. The result is that each user could remember of these letters. This recognition was directly after the presentation. But the longer the duration was after the presentation the less a user could remember of these letters.

The echoic memory stands for acoustical stimuli. It stores like the iconic memory huge information for a short duration. But this short duration is a bit longer as at the iconic memory. It is about four to five seconds. For example, if somebody reads a list of words to someone, every word replaces the earlier one in the memory. Finally, just the last word could be remembered. [29]

The sensory memory for tactile stimuli [14] is called haptic memory. A stimulus is presented and humans store data by touch. Normally, it is used for the interaction with familiar objects. Humans remember the forces which has to be used for the interaction with objects and store surface information of them.

3.2 Short-term Memory

Some information transfer from the sensory memory in the short-term memory. Under Miller [1] the capacity of the short-term memory is of about 7±2 items. It is called the magical number. The short-term memory stores this information until it is used. Then it is gone. There are two methods for transferring information successfully from the sensory memory in the short-term memory.

The first one is the rehearsal. It is the constant repeating of items in mind, an mnemonic technique. An example is, when someone talks to a colleague and introduces a new name. The colleague has no chance of remembering the name without a brake and repeating the information never gets in the short-term memory.

The second method is called chunking. It is the grouping of a large sequence of numbers or letters in meaningful clusters with history or personal meaning. An example is the sequence, 198919451914. This sequence could be clustered in 1989 1945 1914, with the meanings of fall of the Berlin wall, end of second world war, beginning of the first world war. It is faster and easier getting information in memory and remembering of them as the rehearsal.[29]

3.3 Long-term Memory

In the long-term memory information is lifelong available. Information gets from the short-term memory in the long-term memory by repeating the information again and again. There are some improvements of the memorability. First is the elaborate repeating [8]. In this process the information is enriched. While repeating an information make a story of it or choose a visual image which deals with the information. The second one is mnemotechnic. In this improvement linking known information with new information is the principle. One example is called method of loci. Try to memorize a shopping list by going to work. By doing this, each location on the way is associated with an item of the shopping list. For remembering the shopping list going along the way to work mentally.

There is a theory called Levels-of-processing [10]. This indicates that the memory is built on different levels which vary in depth. The deeper an information is processed the higher is the probability of being in the memory. Words or items are coming in there by dealing with them.

When the information is already in the long-term memory there are two possibilities of reproduction. One is called recall, the other one recognition. An example is used to demonstrate the difference. Imagine there is a quiz in the TV. The recall version is that the moderator just asks a question and the candidate has to answer. In contrast, recognition is that the moderator answers a question and provides four additional answer possibilities. That means the candidate gets not only a limit of four answer possibilities but also support for his memorization process. Recognition is easier to reproduce than recall because a reference (answer possibilities) helps finding the right information in the memory. If these reference matches for more than one information in memory, it is called interference.

These references are also needed for the separation of the long-term memory. There is the episodic memory in which personal experiences in life are stored. For this memory type the recall process needs time and space as a reference. While the semantic memory needs no reference for recall. Things like meaning of words or geographical information are stored here.

There is a so-called serial effect of position. If you are learning a list of words and recall them in the same order you will get a good recall performance of the first and the last words. But there is no good recall performance in the middle section.[29]

There are a few hints for making the reproduction easier. One is about the encoding specificity. The recall of information is easier if the reference stimuli during the recall are the same as during the encoding. Godden et al. [13] examined people learning words in two different environments, on the beach or in the water. After the learning process they reproduced those words in their learning environment and in the other. The result was that the performance of recall was 50 percent higher at the same location.

For making the recall easier for someone else it is helpful to know that the human memory is storing things as prototypes. This means that the average of every subjects of a class someone has ever seen in his life forms a typical prototype. This is illustrated by an example. When someone is going on the street, reading a newspaper, watching TV and he sees a dog equal of which class, this dog forms one special image in his mind. Every dog he will further see in his life will deform this prototype of dog he has in his memory. The same effect exists for situations and is called schema.

For the information visualization this could be used for making images or sketches easier to reproduce. The stronger an image of a thing differs from the mental prototype of the subject the more foreign the thing will appear for users.

The memory is storing things in hierarchies like categories. The higher level of apple is fruit, one level deeper there could be Granny Smith (a special type of an apple). There is a so-called basis level which is an area of the hierarchy. From there is the easiest recall. Seeing in a store the hierarchy, fruit - apple - Granny Smith, most of the
humans would say, there is an apple. Therefore, this is the basis level. It is the most specific, less detailed level. We can use this information for visualizations. It is useful not showing too much detailed object visualizations. It is better not to sketch a Granny Smith and the human has to realize, for the deeper meaning of the information, that this is really a Granny Smith. It should be enough to realize that this is an apple. [29]

4 Memorability in Human Computer Interaction

Information visualization is a partition of HCI. Thus, it makes sense to examine the memorability in general HCI first to see which approaches can be transferred to information visualization. This is done in chapter seven. In this chapter focus lies on memorability in HCI. As the field Human-Computer-Interaction suggests this area is based on interactions. Thus, interactions with desktop computers are examined, first. Afterwards, new technologies like mobile and environmental input devices are in the focus.

4.1 Desktop Computer

Desktop computer have general input technologies, mouse and keyboard. There are a few keyboard shortcuts for interacting with computer programs which are hard to remember. The problem is that most of the programs have different ones. One example is Photoshop and Gimp. To select the tool pen at Photoshop the P key has to be pushed on keyboard. To achieve the same result at gimp you have to press key N. For improvement, shortcuts of similar programs could be standardized. Every program in the same field should have the same shortcuts. Another enhancement is that users are able to decide about the assignments of keys themselves. But much better is the user’s own arrangement of his typical interactions on the screen. This achieves faster operations as it is possible in Photoshop. At Photoshop, the user can drop functions he often uses directly beneath a picture. This saves deep menu interactions and provides user his selection possibilities as well. This would be even better than shortcuts because recognition is easier than recall (see chapter 3).

Zeissschutz [27] shows how important the layout of programs could be. He investigates the influence of different layouts for an online authentication. This identifies that it is hard using different input programs or technologies even though the user has used it before. Providing one consistent layout for the code input influences the error rate and the memorability of the authentication code.

But not only input technologies are hard to remember. One big point in the HCI are passwords. They are very important because they are the goal of several hacking attacks and there are high security flaws when passwords are weak. But the stronger a password is the more forgettable it is. Thus, strong passwords are difficult to remember. Further, they have to be hard to guess.

Yan et al. [28] examine what a password has to look like to be safe. They prove that a stronger password is harder to memorize. They conduct an empirical investigation of this trade-off. Systems often give advice to choose a secure password. If systems would not give this advice many users choose a weak password. A good password should be long, consisting of capital and small type letters and special characters.

Yan et al. recruited three groups for the study, one control group, a random password group and a pass phrase group. The control group choose the password themselves with a minimum of seven letters and one non-letter. The random password group get a sheet with letters from A to Z and numbers from one to nine. They are randomly chosen. Overall, eight characters are noted on a sheet for memorizing. The last group, pass phrase group, get letters from a mnemonic phrase chosen by themselves. This means they choose a whole sentence but just used the capital letters of each word for the password submission.

To prove the force of the passwords they tried to attack each single password. The result was that the random and pass phrase group have the strongest ones. This was the first part of the study. They examined the participants with their passwords for three months. During this term a few users reset their password because they do not remember. Two persons from the control group, one from the random group and three from the pass phrase group. This means that the random group has the best memorable passwords. But no password technique was perfect.

One possibility of improving the trade-off can be pictures because they are easier to remember than text [18]. Davis et al. [11] investigated this property and examined another way of determining and remembering a password. They investigated the probability of an attack for a graphic password when the attacker has access to demographic information of a participant.

The study provides a four times 3x3 grid of difficult images of faces. In each grid the user choose one face which presents the password face in this grid. Davis et al. identified that chosen faces depend on race of the participant and the attractiveness of the face. Generally, faces have a high degree of memorability.

This study is taking place during a whole term at university. They compared a faces password to a story password. Story passwords have the same set as faces passwords but with images like landscapes, cars et cetera on it. The results are that faces password had more correct logins. Further, the memorability of faces passwords was most successful since last login during the term.

4.2 Mobile and environmental input device

It seems that the modern tendency is using more mobile and environmental input devices. But there is the problem of remembering a lot of input alternatives for different devices because there is no mouse and keyboard anymore which everyone knows to interact with. For environmental and mobile devices other input technologies are needed. New input standards has to be learned. Normally, for mobile input devices direct touch on display is used. Noel et al. [19] showed that new interaction techniques are difficult to learn and to remember for mobile devices. They investigated the memorability of mobile in-car navigation. To examine this they conducted a study of paired users in a car interacting with a navigation system. After one month there is a second study with the same experiment as in the first one. It was shown that participants has the same problems as in the first study. They remembered about the problem but not how they solved it in the first session.

The same counts for the input of environmental devices. Bowman et al. [9] shows a good example of a new input methodology for users to support memorability on its best. They developed so-called Pinch gloves for environmental interaction. These gloves report contact between two or three fingers as input for the system. They developed three different interaction techniques. For this paper just one technique is explained to get insight.

Bowman et al. developed a Menu system. The first thought was doing natural gestures like connecting thumb and the second finger which normally in diver language means ok. But not in all cultures this meaning is the same and in general there are very less natural finger connections. Then they decide to connect fingers with thumbs to have eight different interactions. On the non dominant hand they defined to be the top level menu labels, and on the dominant hand are the second level labels. Because this is hard to remember they decide to present fingers with labels on the screen which makes recognition again easier than recall for memorization.

5 Memorability in Information Visualization

Information visualization is the base of good and effective presentation of data. Users should understand the information easily and the visualization should be clear and not overcrowded. In general, we specialize in memorability in this paper. In this chapter results of different research paper which investigate the memorability of information visualization are presented. They are ordered by the kind of information, static and dynamic information. Static information is data which do not move in the presentation while dynamic information does.

5.1 Static Information

Images are a little bit difficult to assign because somehow they belong to the general HCI chapter as well. It depends on what you see on the image. The study of Isola et al. [15] investigates the memorability of
common images. They separated images in pattern for investigating which purpose is better memorable. There are a few different results for the study of Isola et al. Thus, memorability is supported by red and green coloring to Colors blue to purple achieve the opposite. The mean saturation and the value have weaker correlations with memorability. The different object regions do not correlate with memorability. People, interiors, foregrounds and human-scale objects support memorability on images. Whereas exteriors, wide angle vistas, backgrounds and natural scenes correlates negatively with memorability.

Information visualization can use such common images. One example for this is the work of Bateman et al. [5]. They use image components by adding sketches to the information. Bateman et al. examined the memorability of sketched information by Nigel Holmes. Holmes is an artist who designs graphics. He pictures information by using junk. Junks are illustrations which are not essential for the data. In figure 1) the monster is not necessary for understanding the different costs of elections. Therefore, the monster is junk. Borkin et al. showed people different information images. Once the data is presented as a plain version, once as a junk version (see figure 1). For the immediate recall there are no differences between plain and Holmes graphics. But for the long-term recall (a few weeks later) there is a significant difference for memorability. More charts and details are remembered than in the plain version. This paper is very disputed. Edward Tufte[c] criticizes chartjunks like Holmes graphics. He thinks that this tells the user nothing more. It is not informative and presents non-data which is redundant. Those chartjunks are just non-informative and frivolous. The paper of Bateman et al. uses just Holmes graphics which is a popular artist. But there are many other chartjunk creator which do not support an information. Graphics are always better memorable than plain graphs. The graphs used are very simple, too simple for a comparison with graphics. Normally, they are not just as plain as they are used by Bateman. They are very ugly with no style principles. Normally, they are more colorful and not just grey. Color is more memorable at all. But Bateman used plain graphs to support their test results.[21]

Borkin et al. [7] also used images for their study. They showed test persons images with different kind of data presentations with variation of color, form and style. If the users see one image the second time in a sequence they should press a key. The results are that visualizations are less memorable than natural scenes. Furthermore, minimal visual density of visualizations is less memorable than a high one. Pictorial, grid/matrix, trees, networks and diagrams have significantly higher memorability scores than circles, areas, points, bars, and lines. This is because novel and unexpected visualizations can be better remembered than the visualization with limited variability. Visualizations are more memorable by using color, including a low data-ink ratio, the inclusion of human recognizable objects and pictograms and cartoons of recognizable images.

Besides visualizing information by images many other types exist. In some areas the connection of data is important. One example are networks. Marriott et al. [17] investigated the representation of network diagrams. They are exclusively presented by connected nodes and lines. They want to test the effect of their different alignments on the recall. The result is that the node-alignment and parallel lines of graphs are not reproducible for user but aid recalling. Features like symmetry, collinearity and orthogonality strongly supports memorizing graphs.

But there are more possibilities than just changing the arrangement of information visualizations. Lam et al. [16] examined the influence of manipulating information. They measured the effect of scaling, rotation, rectangular fisheye, and polar fisheye transformations on visual memory. The diagrams consist again just of connected dots and lines. They also want to investigate if an additional background grid supports visual memory. The result is that there is no memorability effect for scaling and fish-eye with or without grid. With Polar fish eye people can not exactly remember if they have seen the visualization before or not. For rotation the response time is better with no grid. With a rotation down to 60 degree there is a decrease of response time with and without grid. The response time determines the period in which the test person answers if he has seen a visualization before.

Another kind of information presentation are spatializations. In this area position of objects are important. Tory et al. [25] examined the memorability of spatializations. They compared the memorability by using dots and landscapes. The study has two results. For having more dots in a spatialization people can say easier that they have not seen a spatialization before. In general, dots and 3D landscapes combined are most accurate (see figure 2). In this case people can say confidently that they have or have not seen a visualization before.

Fig. 1. Different presentations of the same information. The left one is sketched by Holmes, the right one is the plain version[5].

Fig. 2. Left shows just dots, the middle image shows dots with 2D landscape and the right image shows information with dots and a 3D landscape with 500 points[25].

5.2 Dynamic information

As in the static information chapter the connection of information can be visualized by links and dots. Archambault et al. [4] examined the memorability of those graphs but in dynamic version. The challenge in this test is remembering of changing nodes and links over time. They want to show that this depends on a mental map preserving. This is simulated by keeping the same node in the same area of the plane just adding new nodes(see figure 3). But the result was that preserving the mental map has no effect on task performance.

Fig. 3. The upper image cue shows the graph with no preserving of the mental map. The lower one shows the graph with mental map preserving[4].
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But preserving a mental map is a good beginning for supporting the memorization of dynamic information. Bederson et al.[6] examined the influence of animation to build a mental map. They want to test the effectiveness of animation on subjects ability to build mental maps. They tested online family trees in two versions. Once the relationship to another person of the tree is animated, once it is static and just jumps to the selected other person in the tree. Their hypothesis is that animation improves subjects ability to navigate through an information space, recall the information and finally to reconstruct it. The result is that users had more recall errors in the non animated tree. If they did the animation task second the performance was better. If users did it first there was no difference.

There is also an dynamic version of image information. Dinh et al. [12] investigated different sensory inputs on memory in a virtual environment. This environment is a walk-through in a virtual flat. The users can decide by themselves when and where to go. As one might expect the virtual environment belongs to the general HCI chapter. But in this paper they examined tactile, olfactory, audio and visual sensory cues additional to the image information. That means it is more about which sensual information is realized better for humans and which information stays in the memory. The result is that there were no special differences. But for the audio situation more users remembered that there was a toilet. When they passed the bathroom in the test they hear a toilet flush. For the olfactory and tactile cues the recall was higher for object locations.

6 HOW TO TEST MEMORABILITY

There are different ways for testing memorability. In this chapter testing processes from the mentioned paper of the previous chapter are presented.

6.1 Test in a sequence

The first procedure to test memorability consists of one level. Users are shown a sequence of images. If users think to view an image for the second time they press a key. This sequence consists of target images and filler images. Target images consist of special purposes. These purposes are chosen by the authors. They think that these purposes support the memorability. Each image is shown for a specific amount of time. [15, 7]

One difficulty in this procedure is the choice of the right amount of time to show a picture. If it is too short, than, there is only the chance of viewing the layout of an image. The second difficulty is that in this short second not only the memorization phase takes place, but also the reproduction. The first step of the participants is that they need to consider whether they have already seen the picture. After that is done memorization takes place. That is too much for such a short period. The third difficulty determines the human memory. In one second information just can get in the sensory memory (see chapter 3.1). There is no further time for dealing with information. Therefore, layout information remains in sensory memory and data information is not perceived. Information is getting lost immediately.

This method is useful when the layout wants to be investigated. It focuses on what stands out the layout. The data presentation is accidental.

6.2 Two levels with free reproduction

Another procedure consists of two levels, one memorization phase and afterwards a free reproduction phase. In the memorization phase users have enough time to bring content in the memory. Two examples are clicking through two different versions of family trees [6] or memorizing different network graphs [17]. After this, a free reproduction is taking place. This can mean sorting images of family members to names and hierarchies [6] or painting network graphs on a tablet like users might have seen them [17]. Both is measured by error rate and accuracy.

One difficulty of this procedure could be that users have too much time for memorization. They do not know when to stop with memorization. Finally, they memorized the whole data and no standing outs can be measured.

This method can be used when the content is in focus. Participants have enough time for interpreting data and memorizing them. Furthermore, the memorability of information can be tested.

6.3 Three levels to get familiar

The next procedure consists of three levels. The first level is to get familiar with the environment. After this is done participants get in the test environment. At Dinh et al. [12] this means that users go in the virtual environment. They have as time as they want. They walk around in a virtual flat with different stimulations. The last level starts when users are done with level two. They have to answer questions about what has been noticed. The questions can be about presence, spatial layout or the object location in this case.

One difficulty is that by answering fixed questions at reproduction phase findings can be limited. Results which are covered by questions can come out. But nothing more. On the opposite this can be useful if the tester really wants just a special result.

Therefore, this test can be used when tester want to test fixed components to prove selected results.

6.4 Two levels including a break

Another procedure consists of two phases again. One is for memorization, the other one for reproduction. At the memorization phase, different pictures are shown in a cue. By watching one image participants were asked a few questions. At Buteman et al. [5] They showed participants several charts. Each chart is available in two versions. One is plain and the other one is sketched by Holmes. One participant group saw the Holmes slide show, the other one the plain slide show. The special feature of this method is that the participants know nothing about the second phase. The second phase of this method is the recall. The group of participants is split. One group did an immediate recall with a short gaming break between. The other group did a recall with a break of two to three weeks. The recall phase is a free telling procedure. Participants should try to mention as many charts as they are able to remember. Afterwards they try to explain the charts as detailed as they could based on the four questions of the first phase.

The difficulty is the influenceability of this method. By asking questions during memorization participant’s attention is specifically drawn to something. Questions can cause that something is perceived, which would otherwise be lost. That means the result can be different as in a neutral situation.

This procedure is optimal when not only short-term recall is tested but also long-term recall. When the difference between both is important this is the right method to choose.

6.5 Sequence with two levels

The last method has a memorization and a reproduction phase, too. In the memorization phase participants view graphs with different components/stimuli in a cue. Users have enough time to view graphs. In the reproduction, they are shown a graph cue again. Participants have to say if they have seen a graph during memorization or not. Usually, half of graphs are from memorization, half are new in the reproduction cue. [4, 16, 25]

This procedure can be used when more complex content wants to be tested. Participants have enough time to memorize graphs. By using a recognition phase in the end user have a simplified reproduction phase.

Finally, each paper uses either recall or recognition as type of reproduction (see chapter 5) (see figure 4). Usually, the mentioned methods use two main phases. One for the memorization and second for the reproduction of the content. Just Borkin et al. and Isola et al. used one phase in which both, memorization and reproduction take place. For getting an overview which results from chapter five used which testing method (see figure 5).

7 DISCUSSION

Information Visualization is a partition of HCI. Further, both have some commonalities. In HCI, the focus lies on interaction. This has several advantages for memorization. When a person interacts with a system he always does this by using this system. He deals with it
Fig. 4. Comparison of remembering types of mentioned paper.

<table>
<thead>
<tr>
<th>Study (author)</th>
<th>Type of remembering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Borkin et al.</td>
<td>recognition, recall</td>
</tr>
<tr>
<td>Doza et al.</td>
<td>x</td>
</tr>
<tr>
<td>Bederson et al.</td>
<td>x</td>
</tr>
<tr>
<td>Hammond et al.</td>
<td>x</td>
</tr>
<tr>
<td>Dinh et al.</td>
<td>x</td>
</tr>
<tr>
<td>Bateman et al.</td>
<td>x</td>
</tr>
<tr>
<td>Dyer et al.</td>
<td>x</td>
</tr>
<tr>
<td>Lam et al.</td>
<td>x</td>
</tr>
<tr>
<td>Archambault et al.</td>
<td>x</td>
</tr>
</tbody>
</table>

Fig. 5. Comparison of remembering types of mentioned paper.

by exploring possibilities. By doing this, the information is repeated in memory and stays in memory. That is one reason why interactive information remains better in someone’s mind.

But there exists also a second advantage. Interactions are system dependant. That means each system needs its own interaction technique. Using the same environment again and again for one explicit task helps information to stay in memory. The reference stimulus during the recall has to be the same (see chapter 3.3). In this case the reference stimulus is the system. By interacting with the same system again it provides the reference for remembering and an informative basis. In general, HCI uses recognition.

These both advantages can be used for information visualization. But just in case an interaction is possible with the visualization. By filtering an information visualization a system provides interactions. In this situation findings of the HCI transfers interaction techniques in the memory. New technologies are possible as well like gloves (see chapter 4.2). In such an interaction advantages of the HCI are essential.

But usually, information visualizations are visual presentations of data in newspapers or scientific paper. There is no interaction possible. That introduces new requirements. Visualized data sets are huge and specific. And it is like learning facts for school. Much scientific information has to get in memory in detail. One big question is when do people need such information in their memory. They need it for presentations, for exams, for their work or just telling other people about. In this case it differs from HCI. There is no common system that provides interaction possibilities or reference stimuli. Especially when people hold presentations or write an exam about it. There are no references in environment. Usually that means in information visualization is no recognition but recall. People are left on their own for memorization. This fact makes it even more important supporting the visualizations for an easier memorization. This is the only way supporting static information. As the studies in this paper showed every sense can be used for achieving this, even the visual one is most important.

One huge problem is still dynamic information. In this case, it is most difficult to remember. As studies showed there are two differences in dynamic information. In one situation the information is moving[4]. In the other case the user is moving[6, 12]. The second situation is easier because the user decide which part of information to see. Further, user deal with information and support memorability. The first case is just complicated. User do not know how the information changes. They first have to see which information changed and how. They have no time to focus on how the information looks like and what it means. For memorization time is too short. The next change happens now. The same procedure again with no or less time for interpreting and memorization. In this area there is still much work to do for supporting memorability.

8 Conclusion
As the previous chapter showed there already exist a few principles which support the memorization of information visualizations. In general, it is not easy to bring something in the memory, especially in the long-term memory. In HCI references help user to remember about interaction techniques. In information visualization they do not exist. Therefore, it is more important to design visualizations which support user by remembrance. To achieve this, it has to be started at perception. Important things has to be emphasized. Using color is a good beginning to get an improvement. Which properties to use depends on the type of information. But in general, every purpose that can support memorability has to be used economically. Otherwise, the converse is achieved. Especially, in the field of moving information there is a lot of work to do. In future, some purposes which support memorization have to be found in that area. To test whether a purpose supports memorability, a suitable test method has to be chosen. Which one to take is dependant on what is tested.
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Abstract—Users of web services are often confronted with choosing a username and an alphanumerical password for authentication. The security of their accounts depends strongly on the security of the chosen passwords. Nonetheless most users tend to choose practical passwords which are easy to remember and unfortunately also easy to guess. Recent password cracking studies have shown that a considerable amount of real life passwords could be cracked very easily (up to 50%). Attackers make intensive use of predictable user behavior and further human factors to achieve such high success rates. This makes clear that strategies are needed which will guide users towards selecting stronger passwords. This paper presents such strategies which aim to increase the practical password space. First, traditional methods are presented, which either enforce or recommend users to create stronger passwords. Then novel approaches are introduced, which give users persuasive feedback or make use of the input interface. The impact of these methods on password selection shows that they can indeed guide users to create stronger passwords.

Index Terms—Passwords, Security, Usability, Authentication, Selection, Human Factors

1 INTRODUCTION

More and more people use online services to create and store their private and personal data. They use them to communicate with other people, to work and do business, for shopping and entertainment, to manage bank accounts and much more. To ensure that only the authorized person has access to these important services and data, secure ways of authentication are needed. In general there are three different types of authentication mechanisms [36]. Something the user knows (knowledge-based), for example a password or a PIN, something the user has (token-based), for example smart cards or physical keys, and something the user is (biometric-based), for example fingerprints.

For now, the most commonly used authentication mechanism in the digital world is the knowledge-based authentication, especially the selection of a user name in combination with an alphanumerical password [27]. Alphanumerical or text-based passwords have been well established since the early use of computers. They are simple and effective to use and implement, can easily be changed, require no special hardware and are based on secret knowledge of their users.

It is very important that users create secure passwords. If an attacker could guess a user’s password, he could compromise sensitive accounts like online banking or e-mail, monitor and manipulate communication, steal private data from cloud services or do other malicious actions.

On the one hand passwords have to be secure to make it unattainable for an attacker to crack or guess them. On the other hand passwords have to be usable, in particular easy to remember. For password selection it is challenging to ensure both. There is a tradeoff between security and usability [11]. Random generated passwords are secure and hard to guess but difficult for users to remember, while user-chosen passwords are easy to remember but they also tend to be highly predictable [11, 24, 57]. Studies about leaked real life password databases have confirmed that most of the users select simple passwords, for example “123456”, which are easy to remember but unfortunately also easy to guess [4, 16, 59]. Nowadays an average web user has to handle about seven passwords frequently and has a total of 25 for his accounts [16]. It would be very hard for a user to remember 25 different passwords if all of them had been generated randomly, such as “XE%#eCQ9*Ze”. Users need practical solutions to develop secure but also usable passwords.

The goal of this paper is to identify and discuss methods which guide users to select stronger passwords and increase the practical password space.

2 PASSWORD SECURITY

The security of alphanumerical password authentication depends strongly on the strength of the passwords used [8]. Theoretically the strength can be measured by the difficulty to determine or guess a password. Alphanumerical passwords are strings of a selected length that consist of a set of printable characters. If the set of all printable characters (except space) from the ASCII table is taken, there would be an alphabet of 94 available characters for creating a password. For example a string of 8 characters with a used alphabet of 94 characters would have a space of \( 94^8 \approx 6.1 \times 10^{15} \approx 2^{52} \) different possible passwords. In general the total number of all selectable passwords, the theoretical password space, can be calculated by the formula \( a^l \) (a is the length of the used alphabet, l is the length of the password). This implicates that the password strength strongly depends on the length and the amount of selectable characters. The longer the password is and the bigger the alphabet is, the more guesses are needed by an attacker to determine the password. For example an attacker would need on average about \( 2.4 \times 10^{23} \) guesses to determine a 12 character long password with an alphabet of 94 characters. If he could try 3 trillion guesses per second it would take about 2515 years to guess the password. Under this assumption this type of password would be very hard to guess and therefore very strong and secure.

But in the context of user-chosen passwords there is an important problem with this approach for measuring the password strength only dependent on length and character set. This method assumes that all characters have the same probability distribution and that passwords are generated randomly. As users commonly don’t use all of the possible characters and use some characters more often than others, the characters probability is not equally distributed, for example the symbol ”” is used significantly more often than the symbol ”” [48]. An intelligent attacker would try the more probable combinations first. With this aspect the password strength additionally depends on the probability distribution of the characters. Therefore there are other approaches to measure the strength of passwords taking this factor into account.

2.1 Entropy

One common approach to measure the strength of passwords is to use the concept of information entropy. Entropy has its first formalized roots in Shannon’s mathematical theory of communication [44]. It is an approach to measure the amount of information that is unknown due to random variables. Shannon used this method to explore the
uncertainty of letters and words in the English written language and developed a way to estimate their probability distribution, for example in printed English it is more likely that an "w" is followed by an "h" than another "w" [43].

In the context of passwords this method can be used to measure how difficult it is to predict the value of a character [8]. The predictability of the password can be calculated by summing all entropy values derived from each component of a password. For example the placement, number and content of each character can separately contribute to the sum of the entropy of the whole password. The idea is, that in an optimal attack an attacker would try the highest probability passwords first and entropy could measure the expected number of tries until success. Therefore the more entropy a password has, the more difficult it is to guess. Entropy is usually given in bits. For example a password with the entropy of 18 bits would have a strength of $2^{18} = 262144$ possibilities to be guessed.

The US National Institute of Standards and Technology (NIST) uses this method in their published document, the Electronic Authentication Guide SP-800-63 [8], to make recommendations for measuring the strength of human generated passwords. NIST guidelines suggest that a password entropy can be measured by the sum of each of the following characteristics. The first character gets 4 bits of entropy, 2 bits are given for each of the next 7 characters. The 9th to 20th character has 1.5 bits each, the 21st and above ones have each 1 bit of entropy. A bonus of 6 bits is added if uppercase letters, numbers and symbols are used. Further 6 bits are added if the password is not contained in a dictionary. With this measuring a password like "password" would have 18 bits of entropy, "P@ssword1" would have an entropy of 26 bits.

Password security in general does not only depend on the strength of the password, there are several other factors. For example the technical implementation or social attacks can affect password security [36]. If passwords are compromised by keyloggers, phishing or other malicious manipulation then even the strongest password is useless. In this paper such factors for password security will not be considered. The focus lies on the security regarding the alphanumerical password space.

2.2 Theoretical vs. Practical Password Space

As mentioned above, alphanumerical passwords have a theoretical password space. It is based on the point that passwords are generated randomly with an equal probability distribution for each character and that they follow no known or predictable pattern. This theoretical password space would be large enough to prevent an attacker to guess passwords in a reasonable amount of time.

However, usually users do not choose their passwords randomly, their choices can be predictable [2, 54]. Human factors transform the theoretical password space into a practical password space, the number of passwords that are likely to be chosen by real world users.

Users face the challenge to remember multiple different passwords for several applications [16]. Therefore many users choose easy memorable passwords, which are also often easy to guess [1, 38, 61]. Passwords which are hard to guess have shown to be more difficult to remember [61]. In a study of Adams et al. [2] half of all users reported that they use their own strategy for creating multiple passwords by using one common element which is linked to all related passwords, so they would be easy memorable for them. For example having to change the password frequently led users select passwords, which follow predictable patterns, such as "tom1", "tom2", "tom3" [1, 38]. Zivran et al. [61] have found that most of the user-chosen passwords are made up of characteristics of personal details meaningful to the user and are relatively short (4-7 characters). 80% of their participants claimed to use only alphabetic characters. Only 13% used additional numbers and less than 1% used symbols. A recent study by Veras et al. [54] about real life leaked passwords have shown that many chosen passwords contain concepts relating to love, sexual terms, profanity, animals, food, and money. A study of Das et al. [12] revealed that about 43% of website users reuse their password across several websites, either unmodified or with only small modifications. Von Zezschwitz et al. [55] have studied the evolution of password changes of users. They reported that, despite users use significantly more characters to build stronger passwords, most of them also rely on their early weaker ones. It has been shown that the security of users' passwords across different websites depends on the weakest one chosen [19]. An attacker could guess the weakest of all passwords and modify the password to guess all more passwords and get access to more sensitive data of other web services. In a large scale study of users web password habits, Florencio et al. [16] have shown, that users have on average seven passwords, each of which is shared across 3.9 different sites. Each user has about 25 accounts to manage and types an average of eight passwords a day. Furthermore most of the users used lowercase letters only in their passwords, unless they were not forced to do otherwise. The average strength of user chosen passwords was 40.54 bits. If this is compared with a randomly generated password with the length of 8 characters using an alphabet of 94 characters (which would correspond about 52 bit entropy), then the average strength of user chosen passwords would only make up about 0.025% ($2^{48} / 2^{252}$) of the randomly generated passwords. By analyzing leaked password databases Dell Amico et al. [14] showed that the average password was only 8 characters long. Further studies by Riley [38] have shown that about 55% of users used personally meaningful words, such as words of children, pets or street names, while about 50% of users used personally meaningful numbers, such as birth dates or telephone numbers. Further human password practices have been revealed by Brown et al. [5]. They reported that two thirds of users created their password with information about personal characteristics, most of them regarding to relatives, friends or lovers. About half of their studied password constructions were based upon proper names and birth days. People mostly select passwords this way, because they have to be easy to remember for them and security often plays a less important factor [59]. This fact can also be observed when it comes to aspects of maximum security. For almost 20 years the secret start code to prevent unauthorized people to launch US nuclear missiles during the Cold War was "00000000" [18].

If humans did not have memory limitations then passwords could have maximum entropy. However, the human memory is temporally limited for sequences of items [59]. It has a short-term capacity of around 7 +/- 2 items and if they are remembered, those items have to be familiar chunks such as words or familiar symbols [59]. Human factors and predictable user behavior result in a password space which is much smaller than the theoretical password space. Obviously the weakness in password authentication lies in the choices the users make. Taking the human factors into account it can be said that a good password would be one which is easy to be remembered, but yet difficult to guess. To achieve this goal there have to be strategies to increase the practical password space, so that it would be too large for an attacker to exhaustively guess passwords in a reasonable amount of time, but at the same time offer users the ability to create usable/memorable passwords on their own.

2.3 Password Cracking

An attacker can benefit from the insights about users' typical password choices, to develop intelligent algorithms for password cracking. In the following different ways of password guessing and studies about real life password databases are presented.

2.3.1 Brute Force Attacks

Brute-force attacks address the theoretical password space. Brute-force attacks are search processes, in which all possible character combinations are built and tried to guess the correct password. These attacks can be successful if an attacker has enough computational power and the password space is relatively small, so that it would not take too much time to crack the password. As an example, a password with an entropy of 40 bit would have about 1.1 trillion possible combinations. Assuming an attacker, who could guess about 3 billion passwords per second, would need on average about 3 minutes to guess the correct password. To ensure appropriate protection against brute-force attacks, the password space has to be large enough, so trying
all possible combinations would need too much computational time. According to the same assumptions as above, it would take about 98 years to guess a password with 64 bit entropy.

2.3.2 Dictionary Attacks

Dictionary attacks address the practical password space. Instead of trying all possible character combinations to guess the password, dictionary attacks use predefined lists of words which are likely to be selected as real passwords. These lists can contain whole dictionaries of spoken languages, names of famous stars, personal information about people, such as nicknames and birth dates, or any other meaningful word. Usually they contain words, which are known to be selected frequently, such as "password", "123456" or "letmein" (from the Top 500 dictionary of worst passwords of all time [35]). Theoretically an attacker could put any word into a dictionary, of which he thinks that it could be the correct password. This is very interesting in context of social engineering, because if people use personal information within their passwords, such as ID numbers or family nicknames, an attacker could put and combine these information into his dictionary.

Dictionaries can also be extended by generating new candidate passwords with leeting or mangling rules. Mangling rules apply different transformations to passwords such as prefixing or suffixing with digits or symbols, capitalizing or reversing a password and combinations of them. Leeting rules are based on the fact that there are similar visual equivalences between letters, digits and symbols. This means that characters are transformed into similar characters, such as transforming an "a" to an "o" or a "c" to a "S". With these modifications the password "password" could be transformed into "Password", "drowssaP", "password1", "p@ssw0rd", "P@$$w0rd123" and so on. These transformed dictionaries are often used to address password policies, which force users to select passwords of mixed characters.

Many users adopt these simple mangling or leeting techniques to their simple passwords to bypass policy restrictions [14, 48, 52].

In the 1990's password cracking tools which automatically performed dictionary attacks emerged, for example the popular tool "John the Ripper" [31]. Studies have shown that these cracking tools can achieve far more success in guessing passwords than the NIST entropy predicts [14]. Nowadays there are various dictionaries available for such tools, consisting of millions of words. For example the OpenWall Mangled Wordlist consists of about 40 million words and the dictionary of leaked passwords from the RockYou website has a size of 32 million [32, 42]. Using such tools and dictionaries has shown that passwords can be guessed in a considerable amount of cases.

In studies of Klein [25] and Spafford [49] 22-24% of passwords were guessed by using dictionaries containing lists such as of names, sport teams and movies. Dell’Amico [14] et al. could guess about 48% of the passwords from the leaked MySpace password database using a dictionary consisting of about 148 million entries. In recent studies 20%-50% of leaked password databases could be cracked by using dictionary sizes in the range of $2^{30} - 2^{50}$ [4, 57].

Researchers have recently developed even more successful guessing algorithms which benefit from the non-uniformity in character sequences and the predictability of password structures. Narayanan and Shmatikov [30] use a password cracking algorithm which is based on Markov chains. This method makes use of the fact that the distribution of character sequences within passwords is not equally balanced. By training Markov chains on known password dictionaries they estimated the distribution of character sequences and used them to generate a list of passwords which was significantly more effective than random guessing and the cracking tool "John the Ripper". Weir et al. [58] developed a way to crack passwords by using probabilistic context-free grammar (PCFG). This approach is based on the observation that passwords have predictable structures. Passwords can be divided into strings of letters, digits and symbols. For example the password "Password123" would have the PCFG structure "U1L7D3", which represents an uppercase letter followed by 7 lowercase letters followed by 3 digits. This information can be useful for an attacker to calculate the occurrences of each structure from a training set and develop a list of the most probable structures. Using this method Weir et al. could guess 25% of passwords which are more than 7 characters long with a dictionary of the size 50000. With this approach they observed that the NIST entropy can only be a rough approximation for password strength. They suggest that it would be a more realistic approach to determine password strength by calculating the difficulty to guess passwords with modern cracking algorithms.

It is very important to keep in mind that the success and effort of password cracking depends on whether passwords can be attacked online or offline. In an online attack there may only be few passwords which could be tested automatically until the service will rate limit the attempts or requires the input of a CAPTCHA (a test, where the user has to type the characters of a distorted image, to determine that the user is a human and not a computer). Whereas in an offline attack the attacker would only be restricted by his computational power. Since password databases like the RockYou or the MySpace databases have already been hacked, there is no guarantee that this could not happen or has already happened undetected to other password databases. Quite recently the password database of eBay has been hacked which forces about 145 million users to change their passwords [34]. This recent incident also confirms the assumption that offline password guessing should be considered as the worst case scenario for password cracking.

3 Traditional Methods

Adams et al. [2] have found that users fail to understand password security and create very insecure passwords if they don’t get any feedback. They recommend that users should be given training and instruction on how to construct usable and secure passwords. Advice for password selection such as "Good passwords appear to be random characters. The wider the variety of characters the better. Mixing letters with numbers is better than letters alone. Mixing special characters with numbers and letters is better still.", can be found on many websites [59]. These advice may be helpful in general, but users could just ignore them. To address these problems, strategies are needed which force or effectively recommend users to select stronger passwords.

3.1 Password Composition Policies

One approach to guide or force users to select stronger passwords is the use of password composition policies. These policies lay out the exact rules on how to create a strong password. Their aim is to add additional complexity into the password so that it gets a higher entropy. Such rules could be for example, that the password must have a minimum length of 8 characters, must contain at least one uppercase letter, digit and symbol, has to be changed every six months or is not allowed to contain a dictionary word. Theoretically an authentication system could require any rule which would be useful for its security. For example Shay et al. [47] used eight different policies in their study, among them comp8, which required the password to be at least 8 characters long and include a lowercase, uppercase, digit and symbol character, while the policy basic16 required the password only to be at least 16 characters long.

The impact of password composition policies on password selection has been researched by several studies. Mazurek et al. [29] found that the use of password policies is strongly correlated with password strength. By using policies the selection of uppercase letters, digits and symbols strongly increased, which finally led to the creation of stronger passwords. Especially the addition of symbols and uppercase letters had the strongest effect on password strength, unless they were not placed at easy predictable places like uppercase letters as the first character and symbols at the end of the password. They also report that passwords of users who were annoyed with complying with the policy, were 46% more likely be guessed than those who did not report annoyance. This could be an indication that annoyance of password policies is counterproductive. In a study of Shay et al. [47] 28% of passwords which were created under the comp8 policy fulfilled the symbol requirement by only adding a "!" at the end of the password and using no other symbols, while 54.8% of the passwords used an uppercase letter as the first character and using no other uppercase letter. Other studies also revealed that users often comply with policy
rules by placing characters in predictable ways [57, 61]. Further studies, which measured the creation time, memorability and crackability of passwords under different policies, found that stricter policies can make passwords harder to crack but also harder to create and remember [26, 37, 48]. Such policies led users also to adapt to circumvention strategies, for example requiring the use of at least 3 digits resulted in simply appending “123” on the end of the password [21, 24, 45].

The possibility to use different rules raises the question of which one of them results in more secure passwords and at the same time provides memorable ones. Komanduri et al. [26] compared the two different password composition policies comp8 and basic16. They found that the basic16 policy resulted in significantly less predictable passwords than comp8 and passwords were easier to remember and less likely to be written down. This was also observed by Kelley et al. [24]. Proctor et al. [37] also found that increasing the minimum length was more effective than applying content constraints. In a recent study Shay et al. [47] compared 8 different password policies to identify a policy which provides better usability and security benefits than the widely used comp8 policy. In general they found that policies which require more length lead to more usability and sometimes more security than those who require only a mix of character types. They identified two policies 3class12 (minimum 12 characters long and at least 3 types of different characters) and 2word16 (minimum 16 characters long and including 2 letter sequences which are separated by a non-letter sequence) to be both more usable and stronger than comp8, while 3class12 provided more usability than 2word16 and 2word16 provided more security than comp8.

3.2 Password Meters

Password checkers or meters recommend users to create stronger passwords by giving them proactive feedback on the strength of their chosen passwords. They aim to increase the awareness on password security and finally encourage and nudge users to choose stronger passwords on their own. For example in a study of Ur et al. [51] a user mentioned: “It kept me from being lazy when creating my password. [I] probably would not have capitalized any letters if not for the meter”. Password meters can also be combined with composition policies, but they can label passwords as weak which would be considered as strong by policies. For example “P@$word” would fulfill all composition policies of comp8, but with a leeted dictionary this password could easily be derived from “password”. During password creation the strength of the password is determined in real time and a scoring of the strength is given as a visual and/or textual feedback. Often the strength score is calculated by taking into account the password length, character set, known patterns like “qwerty” and a dictionary check (blacklist) [13]. Parameters which are related to the user, such as his real/user name or email address, can also be included. Ur et al. [51] discovered three different types of meter visualizations. Bar-like meters, which are represented as a progress-bar metaphor or as a segmented-bar metaphor, checkmark or x-systems and text. Most commonly they identified password meters which are represented as colored bars and scale password strength from weak to strong by changing color and size from a short red bar to a long green bar and show the user additionally a word which qualifies the password strength, for example “weak”, “fair” or “strong” (see figure 1).

The impact of password meters has been studied by the following studies. De Carna et al. [13] evaluated the real life usage of password meters from eleven popular web services like Google, Dropbox, Yahoo, Microsoft and others. Password meters from the web services widely differed in labeling the same passwords, for example “Password1” was rated very weak by Dropbox but very strong by Yahoo! or “football81” was rated very weak by Dropbox but perfect by Twitter. Such inconsistencies were found often. This case effects usability and security, because if strong passwords are marked as weak then users might get frustrated which reduces usability while weak passwords marked as strong decreases security. They further discovered that strength scales and labels also varied from website to website, for example PayPal had three possible variations for the password strength (poor-medium-good), while Twitter had six (too short-obvious-not secure-could be more secure-okay-perfect). Likewise with password policies, they found that too strict password checkers annoyed users and made them less motivated to satisfy the meters. In general they suggest that the design of an ideal password checker should consider the use of inherent patterns in user choices, dictionaries used in cracking tools, exposure of large password databases and user adaptation against password policies [13].

Ur et al. [51] tested the effect of 14 visually different password meters and found that meters influenced user behavior and led users to create significantly longer passwords, which were also significantly stronger and had no observable effect on their memorability. Passwords which were created without a meter were cracked at a higher rate than passwords created with the presence of meters. Users were more motivated to include symbols and additional lowercase letters to their passwords and they also changed their passwords more often while entering them. They were also more annoyed and unmotivated to satisfy stringent meters, while the more lenient meters led users more often choose passwords which were at least not labeled as weak. Some users complained that they did not understand why the password meter rated their password as weak and some said that meters encouraged and reminded them to use a more secure password. They also found that the visual appearance of the meters did not lead to significant differences of password strength or user behavior, but the combination of text and visualization had a better impact than either of them in isolation.

Egelman et al. [15] also found that password meters guide users towards selecting stronger passwords while not increasing memorability problems. But this also depends on the context of the passwords used. The passwords for unimportant accounts were not much influenced by the presence of a password meter while the passwords for important accounts were created significantly stronger. As well as Ur et al. [51] they observed that the mere presence of a meter has greater impact than individual meter design decisions. They further reported that if meters don’t explain users why their selected passwords are considered as weak, they just try to make small modifications such as appending digits at the end to get a better score.

Castelluccia et al. [9] have made an approach to improve the effectiveness of password strength accuracy of password meters to avoid problems regarding false feedback about password strength. They suggest the use of Markov chains to develop an adaptive password strength-meter. The password strength is estimated by the probability of occurrences of the n-grams which are built and updated with each password contributed from every new user of a website. With this method the meter automatically adjusts to each website-specific tendencies and therefore prevents the clustering of passwords [9]. They could show that their approach outperformed existing schemes and it might be an approach to lead to more uniform meters in use.
3.3 Computer-generated Passwords

A method to ensure maximum theoretical password strength is to give users a fixed password which was randomly created by the system. This approach has the problem that these passwords are hardest to remember for the users and therefore not very usable [48, 59]. There are other approaches which bring passwords closer to randomly selected ones while providing usability.

Forget et al. [17] propose an approach towards more secure passwords by using Persuasive Text Passwords (PTP). The idea is that users can create their own passwords and PTP inserts 1 to 4 randomly generated characters to a random position. However, they observed that these randomly generated characters also caused memorability problems. The more additional random characters were inserted into the password, the simpler base passwords the users selected. They suggest that inserting two randomly generated characters would be the best tradeoff between security and memorability.

Houshmand et al. [20] developed a similar system, called analyze-modify password (AMP). AMP first analyzes a user chosen password whether it is weak or strong by estimating the probability of the password being cracked. If a password is weak, AMP will modify it by adding one random character at a random position, for example modifying “life45!” to “life45!” [20]. After that the password will be once again analyzed and if it is still too weak then an additional random character will be inserted. With this method the original user chosen password should be preserved as much as it is still memorable for the user. In their experiments they could modify weak passwords, which first could be cracked with a success rate of 53% by the “John the Ripper” tool, to stronger passwords, which afterwards could only be cracked with a success rate of 0.27%.

Weir et al. [57] argue that the main problem with these approaches is that they only function effectively if they are applied to a limited number of passwords in use. Since these approaches insert characters randomly, passwords of different sites would all be different. This would be good for security, because users can not reuse the exact same password across multiple accounts. But the chances that users reuse the same base password and write their modified passwords down would be extremely high [57].

4 Novel Approaches

For now password composition policies and password meters may be the most used approaches to increase the practical password space. In this section novel approaches are presented. They are divided into three categories. First, feedback-based approaches which give users a novel way of advice or persuasive feedback during password creation. Second, input-based approaches which use or adapt the input interface. At last, graphical approaches which aim to replace the input of alphanumerical text with image based inputs. Since the focus of this paper is the use of alphanumerical passwords, the graphical approaches are just briefly introduced.

4.1 Feedback-Based

A strategy to create stronger and easily memorable passwords is the use of passphrases or mnemonic phrases [59]. An authentication system could recommend users to use these techniques. Passphrases are sequences of words which form a long password, for example “WhenyouplaytheGameofThronesyouwinoryoudie”. This would be a bad example for a strong password, because this is a quote from a popular series and an attacker could add such popular quotes to his dictionary. To address the use of popular phrases approaches have been made, where the system automatically assigns passphrases to the users, for example “correcethorsenabry揄phabetical” [46]. Shay et al. [46] compared such passphrases with randomly generated passwords with similar entropy. They found some major usability problems. Passphrases and random passwords were forgotten at similar rates, they led to similar levels of user difficulty and annoyance, and were written down by most of the users. Users took significantly longer to enter them and they often required error correction to address entry mistakes. Similar results were found by Keilh et al. [23].

The mnemonic phrase method advises the user to think about a meaningful and easy to memorize sentence and take the first character of every word from the sentence to build a password. For example a typical advice could be: “A good technique for choosing a password is to use the first letters of a phrase. However, don’t pick a well known phrase like - An apple a day keeps the doctor away - (Aaadktda). Instead, pick something like - My dog’s first name is Rex - (Mdfrx) or - My sister Peg is 24 years old - (MsP24yo)” [59]. Yan et al. [59] found that passwords based on mnemonic phrases were as easy to remember as naively selected passwords and at the same time as strong as randomly generated passwords. This would be a desirable approach to have both, strong security and good memorability.

Another feedback-based approach is a study of Schechter et al. [41], who propose to build an oracle for already existing passwords based on popularity. Users who select a password which has already been used a number of times by other users, get feedback that the use of this password is not allowed anymore. A problem is the use of the oracle without revealing the actual password to an attacker who could simply try any password.

A method developed by Vance et al. [53] uses “interactive fear appeals” to motivate users to increase the strength of their passwords. The idea of this novel approach is that users get real time messages, which convey the seriousness of a threat. The message informs the users how quickly their password can be guessed by a hacker, such as “The password you entered is very insecure and may take a hacker 1 day to guess.” [53]. Additional advice of how to create a stronger password is also given (see figure 2). They examined a study to compare their approach with interactive password strength meters as presented in section 3.2 and with a static form of fear appeal treatment. The results of their study show that the interactive fear appeal treatment resulted in significantly stronger passwords, while in contrast both other methods did not increase the password strength significantly. This finding is interesting regarding the interactivity of the approach, as the same fear appeal treatment in a static form did not lead to stronger passwords, whereas the interactive one did. Further interesting is that the interactive password strength meters did not increase password strength significantly, which is in contrast to findings mentioned in section 3.2. Vance et al. [53] suggest that the interactivity of password meters should be coupled with information about the severity and susceptibility of threats and the efficacy of the user’s response, so that users can better understand the implications of their actions.

Fig. 2. Interactive fear appeal treatment [53]. Throughout password creation, users are shown a message which informs them how quickly their password can be guessed by a hacker. Users additionally get advice of how to create a more secure password.
Egelman et al. [15] propose a novel approach, which they call "peer pressure motivator". It is based on social pressure by presenting password strength relative to all of the other users on the system. In their study they could show that the feedback significantly led to passwords of stronger entropy, even stronger than traditional password meters. Castelluccia et al. [9] also imagined such an approach. They thought that the password strength score, which they calculated for their adaptive password strength meters, could also be shown by comparing users with their peers. "Users could be prompted with a message that says, for example - your password is amongst the 5% weakest passwords on our website" [9]. This might motivate users to create a stronger password. It could also be an incentive for users to reach the top 5%.

4.2 Input-Based
Approaches mentioned previously, focused on either enforcing or recommending users to create stronger passwords. These approaches are independent from the input interface. It would be interesting to explore whether the input interface or text entry method impacts password security and usability. A text entry method can be of a physical form, such as a hardware keyboard, buttons or sensors, or of a virtual/software-based form, such as a virtual keyboard of smartphones or tablets [28]. The design of text entry methods can strongly influence usability aspects, for example on different keyboard layouts it can significantly vary how quickly and effortlessly a character or phrase can be typed [28].

Yang et al. [60] examined whether the design of text entry methods affects the security of generated passwords. They supposed that users may generate passwords by using the characters on the display as generation cues. In particular the difficulty to reach a character could affect the probability of its inclusion in a password. For example on a laptop keyboard, numbers or symbols can be selected very quickly, while on a typical virtual smartphone display, users have to switch to a new view and often search for the desired symbols. This effort might affect the creation of passwords. To study these assumptions Yang et al. [60] tested different text entry methods on different groups. They found that basic structures and distributions of passwords were significantly different across groups. The more difficult it was to reach keys the more users chose characters from a smaller subset of characters. For example the group with the most difficult text entry method had much more passwords which contained only lowercase letters. As mentioned in section 2, a smaller subset of characters would result in less secure passwords. This fact has also been observed by them, as passwords across groups were significantly different against resistance to password cracking attacks. An attacker could make use of such vulnerabilities. For example he could adapt password cracking methods specifically for a website, which is accessed mostly in mobile context, to take advantage of the typical user choices on the mobile text entry method. Since they found that some text entry methods resulted in significantly less secure passwords, it would be reasonable that the design of text entry methods could also be adapted in a way to lead to the construction of more secure passwords. This approach would be an interesting way to possibly increase the practical password space. There has to be further research to explore this attempt.

Another approach of input-based strengthening of passwords is the PsychoPass method, which was proposed by Cipresso et al. [10] and further improved by Brumen et al. [7]. The idea is that, instead of remembering a specific string of characters as password, the user has to create, memorize and recall an action sequence on the keyboard. The applied steps are: "(1) begin with a letter on the keyboard (2) memorize a sequence of actions (something like "the key on the left, then the upper one, then the one on the right", and so on) (3) memorize the sequence (not the letters used) (4) create as many passwords as you want by remembering only the first letter and the sequence" [10]. Brumen et al. [7] analyzed the first approach by Cipresso et al. [10] and argued that there are two major problems. First, the method can only be produced and reproduced with the same keyboard layout. Second, the passwords would still be weak, because the passwords are based on proximity of the keys and therefore more predictable. They developed three improvements to make the PsychoPass method more secure. One improvement is to use she SHIFT and ALT-GR keys in combination with other keys. The second one is to use keys, which are more distances apart than only 1. The last improvement is that the number of keys in sequence should be at least 9 to 10. In a further study they could show that with these improvements passwords generated with the PsychoPass method are as resilient to brute force attacks than randomly generated passwords while being much easier to remember [6]. A 18 character long password would be comparable with a 11 character long, randomly generated password (comp] [6].

One disadvantage of mobile devices is that the text entry can often be more time consuming and error prone than on traditional input devices such as hardware keyboards. Jakobsson et al. [22] introduced an approach called fastwords, which takes advantage of error correction and completion methods often used on mobile devices. They propose to create passwords as a sequence of dictionary words, because auto correction and completion methods can address dictionary words much better than usually passwords. However, the sum of the used dictionary words has to achieve a certain threshold of entropy to be accepted as a secure password. For example Jakobsson et al. argue that the fastword "frog word flat" would be a secure password, while "I love you honey" would not be accepted as a secure password. In their studies they could show that fastwords are about twice as fast to enter on mobile keyboards and three times as fast on full-size keyboards, while providing higher entropy and recall rates than usually chosen passwords.

4.3 Graphical-Based
Many approaches have been made in the field of graphical password authentication, for example Draw-a-secret or PassFaces, to make passwords more memorable and secure [3]. Users benefit from the psychological fact that pictures are better to be remembered than text [33]. Studies have shown that graphical passwords can actually provide a better security than alphanumeric passwords [3, 50]. Nonetheless, they also bring new challenges for the authentication system, for example the password registration and login process takes much longer [40]. Graphical-based passwords are more and more found in mobile context, but in particular here they are affected from further security problems, such as by smudge attacks or shoulder surfing [3, 56].

Similar to alphanumeric passwords, the security of graphical passwords is also affected by human factors which decreases the theoretical password space. For example attractive images of faces from the PassFaces approach were more often selected than others [3]. By analyzing a set of 506 user generated Android Patterns Saltuk et al. [39] found that only 2% of the users used the possibility to draw "knights-moves", which strongly decreases the theoretical password space.

5 Discussion & Conclusion
If people register on an online service, such as Gmail or Dropbox, it will come to two important decisions: "Please select your username!: ..." and most important "Please select your password!: ...". The security and privacy of users’ online data depends on the strength of the selected password, as the username is mostly public. Most users are not experts on password security. However, usually they are good at selecting practical passwords which are easy to remember, but unfortunately also easy to guess. To address both usability and security, methods have been presented which should guide users to select stronger passwords (see table 1).

Password composition policies lead to the construction of stronger passwords, because they force users to use more complex passwords with mixed characters and a minimum length. Their disadvantage is that users often use simple strategies to comply with the rules (complying the uppercase letter requirement with the first character, the number requirement with appending them at the end, the symbol requirement with leet transformations or mostly using the same symbol). Although it has been shown that password policies lead to significantly stronger passwords, the user adaptations also decrease the password space, because an attacker can specifically adapt his cracking methods to the typical user behaviors. However, in the choice of which policy
is the better approach there is again a tradeoff between usability and security. Policies with too strict requirements result in more secure passwords but in less memorable ones. More lenient policies lead to more memorable and less secure ones. But there are policies which achieve a good and sufficient balance between usability and security. Requiring longer passwords with less mixed characters seems to be the more promising way.

In contrast the advantage of password meters is that they can check passwords proactively. In this way they can address user adaptations, typical keyboard patterns like “qwerty” and other easy to guess user behavior. They further benefit from included blacklists, which can easily be updated on a regular basis. The given feedback does indeed guide users towards selecting stronger passwords, because users tend to avoid passwords which are labeled as weak. Likewise with password policies, password meters which score password strength too strictly, lead to more unmotivated behavior and less effort to satisfy the meter. This is because users don’t understand why the meters label their passwords as weak. In my opinion the major disadvantage is that password meters don’t give appropriate feedback on how to construct or change passwords to achieve a better score. They should also explain why passwords have been rejected or labeled badly, otherwise users simply try to add additional numbers or symbols at the end of the password to reach a better score. One further drawback is that password meters in use widely differ in labeling same passwords. There is no uniform approach to measure password strength leading to user confusion and distrust. Password meters face the challenge to give a truthful estimation of password strength, which is unfortunately not easy determinable with user chosen passwords. A good approach would be to determine the strength score by using modern, up to date, cracking algorithms.

Computer generated approaches have the advantage that they always add some randomness into the passwords which guarantees more security. But their biggest disadvantage is that they are very hard to remember and therefore often written down. Especially it is a too high cognitive burden to force users to remember multiple random or partly random passwords.

Password creation strategies such as passphrases or mnemonic phrases can result in stronger passwords, if they are applied correctly. Mnemonic phrases can ensure passwords which are as secure as randomly generated passwords and at the same time easy to remember. This is a desirable approach. An authentication system can advice users to use these techniques. The challenge here is that there is no guarantee that users apply the recommendations correctly and therefore no guarantee for stronger passwords. In my opinion it would be a promising approach if such techniques are combined with interactive meters, which additionally use a dictionary check for popular phrases.

The persuasive feedback based approaches have the advantage that they raise the awareness for stronger passwords by giving a reasonable threat or an desirable incentive. This leads to more user motivation and finally to stronger passwords. The interactive fear appeal method has the further advantage that at the same time it gives users recommendations how to construct a better password. Their disadvantage is that they need appropriate strength measuring, otherwise they could lead to user frustration/annoyance if labeling strong passwords as weak or weak ones as strong.

Input based approaches have the advantage that users can remember action sequences instead of single passwords. Users can remember multiple different passwords with only remembering one action sequence and for each password another start key. The passwords additionally appear to be randomly generated because they contain no common dictionary words and therefore are much stronger. However, this could be a disadvantage if new dictionaries with popular action sequences emerge. Their major drawback is that the use of the passwords is dependent from the input keyboard and can’t be easily transferred to another keyboard.

An advantage of all presented approaches is that in one form or another they raise the awareness for security importance by simply being present. User education/instruction and interactive feedback and training seems to be a successful strategy and does indeed guide users towards selecting stronger passwords.
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Memorability in the design and the evaluation of knowledge-based authentication systems

Malin Eiband

Abstract— Alphanumeric passwords are still the most commonly used knowledge-based authentication mechanism although they have significant usability shortcomings of which memorability is the most serious one. Usable security research has therefore brought forth a variety of improvements and alternatives to traditional password authentication.

In this paper, we address the topics of human memory and memorability in the context of the design and the evaluation of these alternative authentication systems. We focus on the systems that have most often been discussed in recent scientific literature, including graphical authentication systems, passphrases and cognitive passwords. Since understanding the psychological background is crucial in order to design and evaluate memorable authentication systems, we first give a detailed overview of information processing in human memory. We present special aspects of memory that we consider interesting for usable security research, such as our ability to retrieve pictures and meaningful sentences more easily than random-looking strings. We then suggest how the psychological findings could be applied to knowledge-based authentication systems. Based on these insights, we analyze how the systems mentioned above take into account the different aspects of memory in their design and evaluation. We find that these aspects and memorability in general play indeed an important role in all of the considered systems, but that there are currently no best practices when it comes to designing user studies for the evaluation of memorability and that user studies are always conducted without the help of psychologists. We conclude our explanations with a discussion of current evaluation practices and give suggestions for future approaches.

Index Terms—usable security, memory, evaluation, password design, authentication systems

1 Introduction

Human memory is a most amazing thing: It lets us learn how to ride a bicycle, to speak foreign languages and to dream, permits us to recall experiences we made half a lifetime ago and to solve complex problems. It allows us to reason, to make decisions and to be creative. Yet it fails us when it comes to remembering the person’s name we have just shaken hands with, where we parked our car – or what our email password was.

Alphanumeric passwords belong to the class of authentication systems that are based on the knowledge of the user: They require them to retrieve a particular piece of information from memory during the authentication procedure. Usable security research has made clear that even though traditional passwords are still one of the most common knowledge-based authentication systems, they have usability shortcomings which arise from human memory limitations [5, 14, 33]: A long, random-looking string for password authentication is more secure, but difficult to remember. Users therefore tend to choose short, meaningful passwords which are easy to remember but also easy to guess. Coping with multiple passwords leads to password reuse across several accounts as it increases the cognitive load and the passwords are likely to get confused in memory [31]. The ease of remembering a particular item of information thus directly affects the security of a knowledge-based authentication system. Therefore, the memorability of these systems has become an important issue in usable security research.

What do we actually mean when we talk of memory and memorability? Memory is a concept taken from cognitive psychology, the research area that is concerned with how we perceive, store and remember information, and refers to a set of mechanisms we use to process data items [7]. Memorability, on the other hand, is a usability criterion introduced by Nielsen in 1993 [40] representing the ease of remembering a system when the user returns to it after a certain period of time. In terms of knowledge-based authentication systems, memorability describes how easily the users are able to retrieve the piece of information from memory that is required for successful login, at regular intervals over a long period of time, for instance even after a longer holiday [62].

A knowledge-based authentication system with good memorability should therefore be designed in a way that it facilitates the access of the required item of information in memory during the authentication procedure, that is, the design of the system itself should encourage memorability. In this context, we can see two main approaches in current usable security research:

- Systems and authentication mechanisms that are designed to improve current practice by increasing the memorability of alphanumeric passwords, such as passphrases.
- Systems with an alternative design to alphanumeric passwords, such as graphical authentication systems.

Apart from the design, evaluating the actual memorability of a system in user studies is another important issue. Although memorability is sometimes deduced from the measured input speed, the error rate and the number of password resets [21, 40, 60], it is dependent on many other factors such as the context in which a particular piece of information is retrieved from memory, the confusion of several items of information, or the forgetting of information. It is notable that the design of the user study itself can influence memorability and long-term memory effects [57].

In this paper, we first give a detailed overview of the prevailing modern memory theories in Section 2. We explain how encoding, storing and retrieving of information works and present techniques to transfer information to long-term memory as well as several aspects of human memory that we consider interesting for usable security research. In Section 3, we suggest how these findings could be applied to a system’s design and the design of user studies. We then take a closer look at current authentication systems and analyze whether in their design and evaluation they adequately take into account the different aspects of memory and classify them with regard to the aspects of
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For the purpose of readability, we will use the term “password” for knowledge-based authentication systems in general while we will explicitly refer to traditional authentication systems as “alphanumeric passwords”. 
memory they are using. In the last section, we discuss current design and evaluation practices for knowledge-based authentication systems and give suggestions for future approaches.

2 HUMAN MEMORY AND MEMORABILITY

In order to consider memorability in the design and the evaluation of knowledge-based authentication systems, it is crucial to understand the basic memory processes as well as the particular aspects of human memory. In the following sections, we therefore take a closer look at the results cognitive psychology has brought forth over the past 60 years.

2.1 Information processing and basic cognitive processes

Cognitive psychologists mainly define memory as a set of mechanisms consisting of the three core operations of encoding, storing and retrieving of information [7], each representing a different stage of information processing [51]. Although there are models which do not include the theory of storage, researchers mutually agree on the concepts of encoding and retrieving of information and have found them to be highly interdependent [61]: Failure of encoding of information will make recollection difficult and equally, properly encoded information will be remembered more easily. Below, we go through these stages and elaborate on three of the most influential theories of memory: the traditional three-store Atkinson-Shiffrin model, Baddeley’s model of the working memory and Craik and Lockhart’s levels-of-processing approach. The structure of our explanations is based on [61].

2.1.1 Encoding

Encoding is the initial step of information processing where we transform information gathered through our senses into a mental representation. It provides the cues, or retrieval paths, which we can later use for recall [34]. This step is crucial for the success of mnemonic techniques of which we will talk later in section 2.2.

A very influential theory that sees encoding as the key to successful recollection is the levels-of-processing approach by Craik and Lockhart [19]. They argue that deep, meaningful information processing leads to better recall than superficial, sensory processing. Information processing is not limited to three storage locations as proposed in the Atkinson-Shiffrin model, but can theoretically have infinite levels of depth. Deeper understanding of information such as analyzing its meaning, relating it to other things or putting it into a context induces more retrieval paths in memory, which are essential for later recall [18].

2.1.2 Storage

Storage describes the holding of the encoded information in memory. This concept derives from the so-called information-processing approach in the mid-fifties which compares our mental processes to the processing of information in a computer with several stages [34]. Many theories about memory suggest that there are several storage locations with different characteristics respectively. The most popular model presented at that time, which has dominated research for many years, is the traditional three-store model by Atkinson and Shiffrin [6]. It divides memory into three distinct storage locations: sensory memory, short-term memory and long-term memory. Note that Craik and Lockhart’s levels-of-processing approach does not include the concept of storage as it does not divide memory into separate storage locations. In this approach, the depth of processing rather than a certain storage location determines the ease of recall.

Sensory memory represents the interface to our environment: Stimuli are gathered through our senses and held in sensory memory for very short time, up to two seconds, before they are forgotten – it is therefore the most fragile of the three memory stages.

If we pay attention to certain stimuli, the information associated with these stimuli passes from sensory memory on to short-term memory. Its capacity is limited: Miller has shown that short-term memory can hold five till nine items [36]. Moreover, material is stored in short-term memory by its sound rather than by its visual appearance. Short-term memory holds the data we are currently using for about thirty seconds, unless it is somehow repeated. Subsequent researchers however have questioned the clear distinction between short- and long-term memory and the role of short-term memory as a passive information store. Instead, it is now assumed that short-term memory is a part of long-term memory rather than a separate storage location and does not simply store data, but actively manipulates the information it holds. Introduced by Baddeley and Hitch in 1974 [8], the so-called working-memory model is the most prevailing model today, so that short-term memory is now typically called working memory [51].

A fraction of the information stored in short-term memory finally reaches long-term memory. Research has found evidence that most information in long-term memory is encoded either semantically [28], visually [11] or acoustically [39], but the capacity of long-term memory and how long data is stored there remain unknown until today [51]. Since long-term memory contains both childhood memories as well as very recent information, long-term capacity seems to be enormous, maybe unlimited, and relatively permanent [34].

Depending on the nature of stored information, Squire has subdivided long-term memory into declarative (or explicit) memory and procedural (or implicit) memory [48]: Our declarative memory holds the organized knowledge we have gathered throughout our lifetime, such as learned facts or information about events we have experienced.

It can be declared, that is, we can consciously access the stored items. Procedural memory holds information about how we do something, for example how we ride a bicycle, how we tie our shoes and so on. It is non-declarative, and can thus only be accessed through performing a particular action.

2.1.3 Retrieval

In retrieval, we localize stored information and recollect it from memory. As already mentioned above, retrieving and encoding of information are highly interdependent processes: We use the cues, or retrieval paths, we created during encoding to access information. It is important to note that recall will be more successful for cues that distinctively identify information than for more general cues that point to a whole set of data [61]. Retrieval can be subdivided into three main categories that emphasize the significance of cues: free recall, cued recall and recognition. Free recall is the process of remembering a particular information while no or only a general cue is provided. In cued recall on the other hand, a specific cue supports the retrieval of information. In recognition, cues are even more assistant: We do not have to retrieve a particular information, but are requested to judge whether we can remember a given item or not [30]. Research has demonstrated that retrieving information through recognition is almost always more successful than through free recall [29].

2.2 Transfer of information from short-term memory to long-term memory

How do we move information from short-term to long-term memory? Atkinson and Shiffrin already suggested that we can influence this process through control processes, such as rehearsal. Rehearsal and repetition are indeed means by which we can regulate the information flow from short-term to long-term memory. Rehearsal can be elaborative or maintaining: In elaborative rehearsal, we somehow elaborate the information we want to remember, that is, we either make meaningful connections between newly learned items and thus increase their memorability or we integrate the items into our existing patterns and knowledge, a process which is called consolidation. In maintenance rehearsal, we simply repeat the items over and over again, but do not elaborate their meaning [52].

The success of these rehearsal techniques depends on whether declarative or procedural memory is involved: For declarative memory, information can be transferred to long-term memory through elaborative rehearsal. Maintenance rehearsal would only temporarily keep the information in short-term memory, but not store it in long-term memory. For procedural memory on the other hand, we can indeed
use maintenance rehearsal to achieve long-term storage, for instance in order to practice a certain movement [12].

Another important aspect in the context of long-term memory is organization – stored memories are organized memories [51]. There are various strategies we may use to organize information we want to remember and thus to support rehearsal [58], for instance by means of mnemonics. Mnemonics are mental activities known to improve encoding and retrieval of lists of items [38]. These techniques allow us to add meaning to information that would seem to be arbitrary otherwise, and hence, to create a useful retrieval cue. Well known examples for mnemonic techniques are the first-letter technique, where the first letters of words in a list build an acronym which we can later access to retrieve all list items, or mental imagery, where we form a vivid mental image of the list items interacting with each other.

2.3 Special aspects of memory

There are various remarkable aspects to human memory toward which encoding, storing and retrieving of information are biased, and which have proven to be rather robust. In the following sections, we present those aspects which we consider the most interesting for usable security research, and explain them in more detail.

2.3.1 Memory effects

**Feedback effect.** In memorizing information, we want to store correct items of information rather than wrong ones. It is possible during retrieval to produce errors that might persist even though we later try to overwrite them with the correct piece of information [32]. Corrective feedback however seems to prevent the storing of errors. It is not crucial whether the feedback is delayed or given directly [42].

**Spacing effect.** Our memories tend to be more accurate and long-lasting if we space learning sessions at certain intervals rather than study in sessions that lie closely together [26]. These learning practices are called distributed practice and massed practice respectively. The effect of distributed practice is dependent on the delay between learning and retrieval [42]: The interval between the learning sessions should ideally be between ten and twenty percent of the retrieval delay. For instance, if a piece of information should be retrieved after a delay of ten days, the sessions should lie one or two days apart. In general, greater distribution of sessions over time tends to be superior to shorter delays between learning sessions in order to boost long-term effects [9, 16, 26, 43, 50].

**Pictorial superiority effect.** The pictorial superiority effect is one of the best-studied memory effects. It describes our distinctive ability to remember even vast amounts of pictures better than their verbal representations [22, 49, 50]. This effect holds true not only for recognition, but also for free recall [41].

**Testing effect.** Taking a test after having learned information leads to better long-term recall [44] and, combined with immediate feedback, has even been demonstrated to be more effective than an additional learning trial [15]. Also the way in which knowledge is tested influences information processing: Short-answer tests where we have to produce the answer from memory by ourselves have proven superior to multiple-choice tests [35].

**Von Restorff effect.** Our memory tends to favor the unusual and unexpected: Items of information that stand out from their environment are more likely to be remembered than others [23, 56]. For instance, in a string that consist entirely of characters except for one digit, the digit will be remembered best compared to the rest of the string.

**Generation effect.** If we generate our own cues for retrieval, they are much more effective than retrieval cues that were provided for us [47]. This effect has been demonstrated to be independent of the retrieval condition, that is, it holds true for free recall and cued recall as well as recognition.

**Self-reference effect.** We remember information better if we relate that information to ourselves and our own personal experience [24]. The self-reference effect may be seen as a special case of the generation effect that takes advantage of the “self” providing a vast amount of distinctive memory cues [34].

2.3.2 Other influences on memory

**Memory interference and memory decay.** When we transfer information from short-term to long-term memory, our memories are susceptible to interference when already stored items and new, similar information compete and retrieval paths are displaced. Moreover, stored information gradually disappears over time – we simply forget memories as time passes, a phenomenon called memory decay [51].

**The seven sins of memory.** Schacter [46] has presented seven specific ways in which memory distortions limit the accuracy of our memory: transience (the forgetting of information over time); absentmindedness (the forgetting of information due to missing attention during encoding or retrieval); blocking (items are temporarily inaccessible even though they are “on the tip of our tongue”); misattribution (we misattribute the origin of a piece of information); suggestibility (we create false memories because of suggestion); bias (encoding and retrieval of information are influenced by previous experiences or pre-existing beliefs) and persistence (we remember information we would like to forget).

**Encoding specificity.** Memory is context-dependent. Research has demonstrated that memory accuracy is often improved when the contexts of retrieval and encoding are similar. Context consists of internal and external factors. Internal context includes features such as emotions at the time of encoding, moods or states of consciousness. External context contains for instance the location where a certain piece of information was encoded or the activity we were engaged in while encoding [27]. Hence, when we encode information in a certain context, for example in a particular mood or location, we may recall that information better in a similar retrieval context. This relationship between encoding and retrieval is called encoding specificity [54].

**Everyday memory.** Everyday memory is not like memory that is tested in the laboratory. For instance, while we accomplish a well-defined task in the laboratory that limits the amount of information we have to search, in everyday life, our memory has to filter useful knowledge out of an enormous amount of information, so performance is likely to differ. Another example is context-dependence: Context-dependent memory can be demonstrated more easily in real life than under laboratory conditions where context-effects are often inconsistent [7]. If the evaluation of memory and memorability takes place in a laboratory, it is therefore important to be aware of these differences [37].

**The influence of task.** Effectiveness of encoding methods depends on the nature of the memory task required for retrieval [43]. When choosing a method for encoding information, we should not only choose the strategy that seems best for storing items in long-term memory, but also consider the purpose for retrieving the information [53]. Memory failures during user studies are largely a result of retrieval rather than storage failures. The nature of the task also influences context-dependence which is more likely to occur during recall tasks.

**The difficulty to control cognitive processes.** Task results in a user study may be influenced by the study participants. As our cognitive processes are active rather than passive, people tend to transform task instructions rather than passively obey researchers. This is the case especially for very robust memory effects like the self-reference effect [34].

3 Memorability in usable security research

In this section, we take a closer look at the importance of cognitive psychology for usable security research. We will first apply the scientific findings discussed in the previous section to the design and the evaluation of knowledge-based authentication systems. Then, we will analyze whether the findings of cognitive psychology are adequately taken into account in current systems and classify these systems with regard to the aspects of memory they are using.

3.1 Mapping psychology onto usable security research

How can the psychological knowledge from Section 2 actually be applied to usable security research? How can it be made relevant for
How strong is your password?

Type a password into the box.

Password: ******

Strength: Medium

Who ya gonna call? Ghost Busters!
→ Wyle? GB!

Please answer your security questions.
These questions help us verify your identity.

Who was your best childhood friend?

Answer

In which city did your mother and father meet?

Answer

Forget your answers? Send reset security info email to doxxx@mac.com

Fig. 1: (a) Microsoft’s password checker [2]. In proactive password checking, a password is validated during password selection. (b) An example sentence we invented and its corresponding passphrase. The passphrase is created by taking the first letter of each word and the punctuation marks. (c) Apple’s security questions are an example for cognitive passwords [1]. The correct answer to both questions grants access to the system. (d) The authentication process using passshapes [59]. In order to log in, the users have to draw a geometric shape that is then parsed into an alphanumeric string. (e) An example for a user password in the PassPoints system [60]. During authentication, the users have to click on the points they have selected as a password in the right order. (f) An example password grid [3]. During authentication, several of these grids are displayed successively and the users have to identify their passfaces one at a time.

the context of knowledge-based authentication? We have seen that information processing is a complex mechanism but also that there are several aspects of memory that could be specifically useful for the design and the evaluation of memorable authentication systems. In the following sections, we suggest how these findings could be transferred to usable security research.

3.1.1 Designing memorable systems

Proper encoding of information and the organization of knowledge seem to be the key to successful retrieval in the case of declarative memory. A systems design should therefore encourage deep, meaningful processing of a newly learned password in order to support memorability, for example by means of mnemonic techniques. Simple repetition in contrast, that is, maintenance rehearsal, does not help to memorize new passwords. The self-reference effect could also be useful in this context, but one should bear in mind that this effect can also lead to passwords that are easily guessable and thus have a negative influence on password security. Moreover, according to the generation effect, letting the users select their password themselves instead of generating it for them should increase memorability.

During password selection, the Von Restorff effect could support password learning if the new password is somehow visually highlighted. Moreover, in order to prevent multiple passwords from interfering in memory, the systems design should encourage the creation of cues that distinctively identify the respective passwords. This could be especially interesting for systems that are based on cued recall where each cue could be specifically used to retrieve a particular password. Another important aspect of memory is the pictorial superiority effect. An authentication systems that relies on pictures rather than words should provide better memorability compared to a system that uses verbal information. This effect is the basis for graphical knowledge-based authentication systems that will be treated in section 3.2.

On the other hand, there are several interesting aspects to procedural memory: A new password could be learned implicitly by means of pure repetition. Over time, after a number of inputs, a password might even be remembered better. Moreover, as procedural memory is non-declarative, an authentication system that takes advantage of procedural memory would keep users from possibly compromising security by writing down their passwords.

3.1.2 Designing user studies for the evaluation of memorability

An authentication system that considers memorability aims at creating long-term memory effects. The design of user studies that evaluate the actual memorability of the system should therefore also address long-term memory. As we have seen in section 2.3.1, the spacing effect is a suitable means by which long-term effects can be achieved if there are several learning sessions and if the intervals between sessions are sufficiently large. A long-term user study for the evaluation of memorability should thus always consist of various distributed sessions over time, lest one address only short-term memory. If the evaluated authentication system involves procedural memory rather than declarative memory, maintenance rehearsal is likely to produce long-term effects, otherwise, simple repetition of the new password during the user study is not enough. Instead, the user study should encourage the participants to generate their own retrieval cues, possibly by the help of mnemonics, and thus to process the new password more deeply. Furthermore, testing the new password after a short delay after password selection has been demonstrated to positively influence memorability [57]. Immediate repetition of the password during password selection, however, has no effect on memorability. After the test, feedback as to the correct answer should be given to prevent the participants from creating incorrect memories.

Moreover, the style of the tasks the participants have to perform influences the results of the study. Participants will be likely to retrieve information better during a recognition task rather than in free recall. Since everyday memory performance differs from the memory performance under laboratory conditions, we also suggest to undertake field studies in which the memorability of a system is tested under real-life
conditions. For instance, the system could be included in the normal workflow of a participant in order to ensure a realistic test setting. It is important, however, that the password selection and the encoding of the new password take place under conditions similar to the conditions under which the password is to be retrieved at a later time, so that encoding specificity can be exploited.

Furthermore, possible interference in memory and memory decay as well as Schacter’s seven sins of memory [46] should always be kept in mind when conducting a user study on memorability and analyzing the results afterwards. It is also important to be aware of the participants, deliberately or involuntarily, transforming task instructions.

Section 2.3 and memorability as a usability criterion have been addressed in this paper, the drawmetric PassShapes system is the only system that addresses not only the pictorial superiority effect, but also our procedural memory: Through the use of drawings, the PassShape is processed and stored as a motor scheme, that is, as a particular movement sequence. Moreover, research has demonstrated that a fixed stroke order improves the memorability of characters [25], a fact that also helps with the memorability of geometric shapes [59].

Evaluation. Memorability evaluation of the PassShape system has been done by Weiss and De Luca. The user study took place over a period of ten days with a session on the first day and another two sessions on the fifth and tenth day respectively. The memorability of the system was studied in three groups, of which two groups were using PassShapes for authentication. During the first session, participants of these two groups were each given a system-generated PassPhrase first. Participants in one group were instructed to memorize the PassPhrase in correct stroke order without further advice, participants in the other group were told to correctly draw their PassShape 24 times. After this learning phase, all participants had to answer a questionnaire, which also served to distract short-time memory. During the following retrieval phase, the participants were instructed to repeat their PassShape once more. Retrieval was then again tested in the second and third session after five and ten days respectively. Participants of the first PassShape group who failed to successfully repeat their PassShape were presented with the correct PassShape once more. Participants of the second PassShape group had to repeat their PassShape for another 24 times if they could not remember it correctly. The participants of the user study were all part of the university environment. The proportion of male and female participants was balanced.

Analysis of the evaluation. Memorization in the first PassShape group refers to the pictorial superiority effect alone, while learning the PassShape in the second group also trains procedural memory through repetitive rehearsal. Conducting several sessions over ten days, the participants were told to generate a password for their students university account from a pass phrase. Before password creation, participants were given advice on how to construct a memorable and secure password from a pass sentence. The participants were all students.

Analysis of the evaluation. As password memorability was observed over three months during the whole academic term in a field trial, Yan’s user study takes place in a more realistic environment than the laboratory and involves everyday memory. Password authentication is consequently not evaluated as a primary, but rather as a secondary task. We also assume that students have logged in several times during the term, so that the study also exploits the spacing effect. Moreover, since participants had to create their passwords at the beginning of the study, the generation effect is addressed as well.

3.2 A classification of current knowledge-based authentication systems with respect to memorability

In this section, we present a number of examples of current research on the “password problem” [60], that is, the conflicting requirements of password security and password usability, and on the resulting need for more usable password systems. Our aim is not to compare the systems or to give advice as to when to use which system. We rather want to emphasize if the special aspects of memory we presented in Section 2.3 and memorability as a usability criterion have been adequately taken into account in the design and the evaluation of current knowledge-based authentication systems, and if so, in which way. In general, we see two main approaches to the usability shortcomings of traditional alphanumeric passwords which we will look at more closely:

- Systems and practices that try to improve the memorability of alphanumeric passwords. We will pay special attention to proactive password checking and pass phrases.
- Systems that represent alternatives to alphanumeric passwords. As graphical password systems have received significant attention, we will focus on these systems, including drawmetric (recall-based), locometric (cued recall-based) and cognometric (recognition-based) graphical password systems [20]. As an example for a second alternative approach to traditional passwords, we will then present cognitive passwords.

Table 1 and 2 give an overview of the results of our analysis.

3.2.1 Proactive password checking

Design. Proactive password checking is not a password system itself, but a method that allows one to determine whether a password created by the user satisfies certain specified restrictions of a particular system [10]. An example for proactive password checking is shown in Figure 1a.

Analysis of the design. The design of this method takes advantage of the generation effect.

Evaluation. Vu et al. have conducted a one-week user study for proactive password checking that also evaluated memorability. Participants were instructed to create passwords for multiple accounts according to certain password restrictions in the first session and were told that they would have to remember them and that they would be granted a maximum of ten login attempts for each account. After a break of five minutes to distract short-term memory, participants then had to enter their passwords for all accounts. One week later, the retrieval procedure was repeated. The participants were all students and the user study took place under laboratory conditions [57].

Analysis of the evaluation. Vu’s user study is one of the few studies that involve multiple passwords and probable password interference. Moreover, the evaluation considers the spacing effect and the generation effect. The testing effect is exploited as well as users had to reenter their passwords after a short break. In subsequent studies, Vu has also combined proactive password checking with mnemonic methods like passphrases [57].

3.2.2 Passphrases

Design. Passphrases is the name of a method that asks the user to generate a password by formulating a sentence and then build the password by taking the first letter of each word, including use of capital and small letters. (see Fig. 1b).

Analysis of the design. Passphrases encourage deeper processing of information than traditional passwords through the use of the mnemonic “first-letter technique”. They also provide a retrieval clue for subsequent recall, that is, users do not have to remember the random-looking password but rather the meaningful sentence from which they can reconstruct their password. Moreover, this method aims at the generation effect.

Evaluation. Yan has conducted a field trial on the memorability of passphrases [62] in two sessions at the start and the beginning over a time period of three months. The participants were told to generate a password for their students university account from a pass phrase. Before password creation, participants were given advice on how to construct a memorable and secure password from a pass sentence. The participants were all students.

Analysis of the evaluation. As password memorability was observed over three months during the whole academic term in a field trial, Yans user study takes place in a more realistic environment than the laboratory and involves everyday memory. Password authentication is consequently not evaluated as a primary, but rather as a secondary task. We also assume that students have logged in several times during the term, so that the study also exploits the spacing effect. Moreover, since participants had to create their passwords at the beginning of the study, the generation effect is addressed as well.
study aims at involving the spacing effect and distributed practice, so that information is more likely to be stored in long-term memory. As PassShapes are geometric forms and therefore more abstract than pictures, results of the user study have also shown that participants tried to process their PassShape more deeply by using mnemonic techniques, such as connecting the appearance of a shape to objects that looked similar. The user study also exploits the testing effect as users had to reenter their PassShape after a short break.

### 3.2.4 PassPoints

**Design.** Passwords of the PassPoints system are given by a sequence of points chosen by the user in an image (see Fig. 1e). During authentication, users have to click on these points in the right order in a certain range of tolerance [60].

**Analysis of the design.** As PassPoints is a locimetric graphical password system, the password design exploits the pictorial superiority effect. It also refers to a mnemonic technique called the “method of loci” where information is linked to certain landmarks [51]. Moreover, password input is based on cued recall [60].

**Evaluation.** Wiedenbeck et al. tested memorability of PassPoints in a user study. Evaluation of PassPoints has been done over multiple sessions over a period of six weeks, consisting in the three phases of 1) password creation, 2) password learning and 3) password retention. The sessions occurred in week 1, week 2, and week 6 respectively. In week 1, participants were first told to create a password of five points and then to learn it by entering it repeatedly. After password creation, the entire password was displayed along with graphical highlighting of the range of tolerance around each point and numbers showing the input order. During the learning phase, the participants had to enter their passwords repeatedly until they achieved ten successful inputs, and were given binary feedback on the input correctness as well as on the total count of correct and incorrect entries. After learning the password, the participants had to fill out a questionnaire which also served as a distraction task between the learning and first retention phase. During the second and third session in week 2 and week 6, password retention was studied again. During each retention phase, the participants had only to enter their password correctly one time. Testing was done individually in a laboratory. The participants were all part of the university environment and the proportion of male and female participants was balanced.

**Analysis of the evaluation.** The evaluation of PassPoints over six weeks during several sessions clearly aims at the spacing effect and distributed practice, which helps to transfer information from short-term to long-term memory through rehearsal. Feedback is given in order to improve learning. Moreover, the password creation phase refers to the generation effect, according to which the users will create retrieval cues on their own and thus process the information more deeply. This user study exploits the testing effect as well since participants had to retrieve their passwords from memory after a short break.

### 3.2.5 PassFaces

**Design.** PassFaces passwords consist of a sequence of pictures of human faces, called passfaces. During authentication, users have to pick their passfaces from a set of human faces, containing both the passfaces and randomly chosen distractor faces. An example passfaces grid is shown in Figure 1f. Users are familiarized with their passfaces in an enrollment procedure implemented in the system that consists of an introduction and a learning phase. During the introduction phase, the users choose their passfaces and each of the passfaces are shown individually to the users. During the learning phase, the users have to practice their passfaces until they have successfully identified them at least four times. When practicing the passfaces during the first rounds, the passfaces are highlighted from the distraction faces and users are also provided with immediate feedback whenever they choose incorrect faces [4].

**Analysis of the design.** PassFaces is a cognometric graphical system based on the recognition of faces: It thus takes advantage of the pictorial superiority effect and of the fact that we remember informa-
tion more easily in recognition than in recall tasks. Passfaces are mem-
ORIZED by exploiting the generation effect when the users select their
PASSfaces, the Von Restorff effect during the first input round, by re-
Hearing them repeatedly and by giving feedback on incorrect input.

Evaluation. Evaluation of the PassFaces system has been done by
Valentine [55] over the time period of one month. After all participants
had gone through the PassFaces enrollment procedure, they were as-
signed to different groups with different login rates respectively.
The first group had to log in on every working day for two weeks, the sec-
ond group was told to log in one week after enrolment and the third
group was instructed to do so after one month of password creation.
All participants were part of the university environment. Moreover,
Brostoff and Sasse have conducted a field trial [13] during an academic
one-term course, where the participants (all students) had to login in
order to be able to do the coursework. During the course, participants
had to use their passfaces repeatedly.

Analysis of the evaluation. The user studies for the PassFaces sys-
tem all take advantage of the spacing effect. While Valentine’s study
took place in the laboratory, Brostoff and Sasse have tested memorabil-
ity for PassFaces under more realistic conditions, involving everyday
memory and testing password authentication as a secondary and not
as a primary task.

3.2.6 Cognitive passwords

Design. Cognitive passwords are set up as a quiz in which the correct
answers to several questions grant access to the system (see Fig. 1c.
The users’ answers thus represent several passwords they have to enter
(instead of only one) that are based on the users’ personal history, ex-
periences and interests. Examples for possible questions are “What is
your mother’s maiden name?”, “What was the name of your first pet?”
etc. [63].

Analysis of the design. Cognitive password systems exploit the
self-reference effect which implies that we remember information bet-
ter once we refer it to ourselves as deep processing and the creation
of personal retrieval cues are encouraged. Moreover, cognitive pass-
words use cued recall to retrieve information from memory.

Evaluation. The cognitive password system and its memorability
were evaluated in a user study conducted by Zviran and Haga over a
time period of three months during two sessions, one at the beginning
of the user study and one at the end of the third month. In the first
session, participants were presented with a set of questions on paper
and were told to provide the answers, that is, their passwords. After
three months, participants had to follow the same procedure again. The
answers of the first session where then compared with the answers of
the second session.

All participants were students, the main part (85 percent) was male
[63].

Analysis of the evaluation. The study does not consider any of
the discussed memory effects or memory characteristics except for the
spacing effect.

4 Conclusion and discussion

In this paper, we have addressed the topics of human memory and
memorability in the context of the design and the evaluation of current
knowledge-based authentication systems. We have given a detailed
overview of the findings of cognitive psychology and have explained
how information processing in human memory works. We then have
presented several interesting aspects of memory, such as the pictorial
superiority effect, the spacing effect or the interference of multiple
items in memory, which have been demonstrated to influence infor-
mation processing. Based on these insights, we have first suggested
how these psychological findings could be applied to usable security
research. We then have analyzed whether current knowledge-based
authentication systems adequately take into account the different as-
psects of memory in their design and evaluation. We find that all con-
sidered systems include memorability as a usability criterion and take
into consideration psychological research. In the systems’ design, the
memory effects that are used the most are the pictorial superiority ef-
fect and the generation effect. Moreover, cued recall and recognition
rather than free recall are addressed. In the evaluation of memorabil-
ity, the spacing effect is the most prevailing memory effect, followed
by the testing and the generation effect.

Current usable security research has thus realized the need for psy-
chological insights in order to build and evaluate knowledge-based
authentication systems that are more memorable than traditional al-
phanumerical passwords. However, our analysis suggests that especially
the design of user studies in order to evaluate memorability is still a
vague topic. Although several aspects of memory are considered dur-
ing user studies, we could not find best practices: For instance, for the
systems we presented, the period of time for the spacing effect ranged
from one week to a whole academic term and the sessions were arbi-
trarily spread over this timespan. Also, user studies are always con-
ducted without the help of psychologists.

Moreover, field trials in order to evaluate everyday memory are still
spare, and a laboratory-based study has several shortcomings. Pass-
word authentication is often tested as a primary task and participants
thus may pay more attention than they would in real life, a factor that
could influence password retention. The laboratory situation could af-
fect context-dependent memory, too, so that users have less retrieval
difficulties than they would have in everyday life where the context
changes often. Also, multiple passwords and possible memory inter-
ference are seldomly evaluated.

Another issue is the test group: In all of the user studies we exam-
inied and even in the field trials, the participants form a rather homoge-
neous group. In most cases, they are students or faculty members with
a high level of education. It thus has to be considered whether the ho-
motogeneity of the test group affects the evaluation results. Also, even
though in most of the presented studies, the proportion of male and fe-
male participants was almost balanced, it should be kept in mind that
cognitive research has shown differences between male and female
information processing and memory [34].

Finally, there are other interesting aspects of memory and memo-
rbility we did not include in our explanations, for instance people’s
specific learning styles when processing new information. Issues like
this could be considered concerning the design and evaluation of mem-
orable passwords and need further study.
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How to Design Security Questions

Christian Becker

Abstract—Passwords nowadays are used to authenticate users on websites, devices and services in general. To ensure a minimum level of security it is recommended to use complex and unique passwords. This can lead users to forget them and if so, password recovery mechanisms are required. Security or challenge-response questions represent a common recovery mechanism. At registration time a user answers a set of self-defined or pre-defined questions. The answers will be stored by the corresponding service or device. To recover a password the user is prompted to answer a subset of the specified questions. However, if not designed properly questions can be vulnerable to attacks like guessing or observing. Furthermore usability issues related to memorability or applicability can arise depending on the type of question used. Hence, in this paper common problem areas of security questions will be identified and criteria introduced to design both secure and usable questions. The paper will conclude with alternative question-based approaches and a brief outlook.

Index Terms—Security Questions, Challenge-Response Questions, Fallback-Authentication, Usability

1 INTRODUCTION

In the last decades the use of passwords changed dramatically. Originally they were used to authenticate users operating locally on a terminal. As network technology began to evolve and computers became more ubiquitous, passwords became also essential for connecting to remote accounts [27]. Nowadays continuously new services and websites arise demanding for new and unique passwords. To avoid compromise, passwords should have a certain length and degree of complexity. However, this can lead users to forget their passwords and loose access to their accounts [7, 18]. In this case a second authentication mechanism, called fallback authentication, is required to re-authenticate the user.

Security or challenge-response questions represent one kind of fallback authentication. In theory they can also be used as an additional security level to complement existing mechanisms like passwords [17] or as a primary authentication mechanism [15]. However as described by Just [15] this implicates a variety of disadvantages. For example, to improve security many question-based authentication systems require more than one question to be answered before access is granted. This can lead to a longer-lasting authentication procedure which might not be tolerable for every user. The authentication of the user might further be delayed by an additional “out-of-bound” authentication step, for example if an authentication code is sent via email. Therefore this paper focuses on the use as fallback authentication.

Security questions were originally developed as an alternative authentication mechanism to conventional passwords. According to Zviran and Haga [29] this kind of questions has a better recall rate than passwords, but they may be easily answered by guessing or observing. In the past this has been exploited in practice. For instance, in 2008 an attacker could get access to Sarah Palin’s (former Republican vice presidential candidate) email account by answering security questions referring to her date of birth, zip code and place/date when she first met her husband [4]. This is a problem especially nowadays due to data being publicly available, e.g. in social networks [23]. Gupta et al. [11] showed that data available through public Facebook pages can be used to derive a users’ interests. If these interests are known authentication systems referring to users’ preferences can be broken more easily.

2 WHAT ARE SECURITY QUESTIONS?

Security questions are commonly used by companies like Apple, Facebook or Yahoo [1, 6, 28] as fallback authentication to help users recover their passwords after those have been forgotten or compromised.

Question-based authentication systems consist of question-answer pairs which are defined by the service, user or both. For example, Figure 1 shows the range of questions offered by Apple. The first one at the top was defined and selected by the user.

At account registration or afterwards a user is prompted to answer a certain amount of questions. These questions can be defined by the corresponding service (pre-defined) or by the user (user-defined). If questions are pre-defined, in most cases the user can choose which questions to answer from a catalogue of questions [23]. Once answered, questions and answers are stored by the corresponding service. In case fallback authentication is needed all or a subset of the questions answered at registration are presented to the user.

The subsequent chapters will deal with the existing types of questions, their general issues and design criteria to enhance security and usability of corresponding question systems. Afterwards the security and usability of the question types will be analysed.

Fig. 1. Screenshot: The range of questions offered by Apple. In this case a question can be chosen at registration or afterwards [2].
some of answers are correct access is granted.

Security questions can differ in a variety of aspects, for example in the amount of questions that need to be answered correctly before access is granted, the number of chances a user is given or the types of questions used. These aspects will be evaluated in chapters 3 and 4.

Based on the work of Wood [27] and Just [15], authentication systems can be classified into knowledge-based (e.g. passwords or personal identification numbers), object-based (e.g. tokens or smartcards) or id-based (e.g. fingerprints or iris-scans). Challenge-response systems in general also are counted among knowledge-based systems. This implies several advantages. For example, information cannot get physically lost or stolen as it is possible when using object-based systems. It is easier to replace information (security questions can be changed) as in case of using id-based systems [21]. Knowledge-based authentication systems result in lower error rates than id-based systems due to the fact that there is no error rate in measurement and measurement does not depend on the environment [21]. Furthermore it is impossible to create a physical spoof of a template [5]. However information to answer security questions or the answers themselves can be compromised by attackers, for example by using information that is publicly available. Corresponding information can also be forgotten by users. Therefore usability, in particular memorability and repeatability are also critical factors. This will be evaluated in the following chapters.

3 TYPES OF SECURITY QUESTIONS

As mentioned in the previous chapter security questions amongst others can differ in their question type. For instance, as well as personal or cognitive questions, sensitive questions determine the kind of information they refer to. They ask about sensitive personal information like ATM pin codes or Social Security Numbers. As mentioned by Rabkin [23] and Garfinkel [8] this information can be compromised. Therefore in this paper the focus will be on personal respectively cognitive questions. Their advantages and disadvantages will be overviewed.

3.1 Personal or Cognitive

In contrast to sensitive questions, personal or cognitive questions deal with a users’ personal environment, history or background. They can be defined by the user or institution/service provider. In general answers can be learned or guessed by attackers [23].

3.2 Fact-based and Opinion-based

Fact-based and opinion-based questions also refer to the question’s content rather than to its formal aspects. Besides personal or cognitive questions they represent another approach to classify the kind of information being asked for. That is why in practice fact-based and opinion-based respectively personal/cognitive questions can be used in combination.

The first ones, fact-based questions, are related to statements by an individual containing facts [15]. It is assumed that the corresponding answer varies only little over time. Therefore, as stated by Just [15] it may be easier for an attacker to learn the answer. The basis of the latter question type, opinion-based questions, is said to be the beliefs of an individual. As beliefs change over time the answer might change more over time than in case of fact-based questions. Yet these should be less pervasive since individuals need to deal with their own opinions less frequently in their daily lives [15].

3.3 Open

In contrast to the first three question types the following one determines the formal aspects of the question. Open questions and their corresponding answers are defined by users and hence are not limited to a special kind of information in their reference. These questions and answers are assumed to result in improved memorability and applicability. Furthermore users can choose questions with corresponding answers more difficult to find in public sources. However user-defined questions may result in insecure questions [16].

3.4 Fixed

When this type of question is used, questions and/or possible answers are defined by the service provider or institution the authentication mechanism is offered by. To increase applicability users often can choose from a list of predefined questions. Thereby they are prevented from specifying possible insecure questions. However, memorability and repeatability may suffer [14][15].

3.5 Controlled

Controlled questions are fixed except for one part, e.g. a word. A question could look like: “What is Name’s middle name?”. To complete the question a user not only needs to provide the corresponding answer but also a value for the missing part. In the example a value for “Name” needs to be provided. Additionally to increase memorability and/or repeatability a hint could be stored at registration. Though it must be chosen carefully to avoid providing too much information to an attacker [15].

4 DESIGNING SECURE AND USABLE SECURITY QUESTIONS

As mentioned above question types will be evaluated with regard to security and usability in chapter 7. However to support a design of secure and usable questions a variety of design criteria have been described in related work. These criteria will be addressed in the following section. Furthermore common issues of security questions and approaches to solve them will be evaluated in this chapter.

4.1 Privacy

First of all one should consider that security questions can lead users to provide sensitive information. To protect the users’ privacy this information needs to be handled carefully by the corresponding service. For example, it should collect as less information as possible but as many as necessary to provide a working recovery mechanism. The information collected should not be used for anything else than for recovery and, if possible, users should be able to decide which information they want to provide. Furthermore answers should be hashed before being stored. If a question system uses multiple questions a single hash should be computed for all answers. This ensures that an attacker needs to guess all answers before he is able to determine if he was successful [15].

Finally one should mention that security questions are vulnerable to shoulder surfing. That is why, as in case of passwords, the display of the answers should be obscured. Although this is possible it is often avoided since answers can contain varying capitalization and punctuation [14].

4.2 Security

Security is another crucial factor when designing security questions. Therefore this section will address corresponding criteria and aspects to support a secure design.

4.2.1 Guessing and observing

In general questions should resist attacks based on guessing and observing. The more difficult it is to use these kinds of attacks successfully the more secure a question is. For instance, questions asking for mothers’ maiden names are not secure since information referring to birth and marriage are publicly available in parts of the US and can be used in observing attacks to determine the maiden name [9]. As mentioned by Just [17] and Rabkin [23] especially information to answer security questions can be publicly available since people are used to share information on social networks. To avoid compromise, questions should not ask for that kind of information. Furthermore, all answers should be validated before an indication of success or failure is given. Otherwise attackers can guess the answer to one question.
at a time [15].

4.2.2 Amount of questions
Moreover the relation between question and answer as well as the amount of questions are important factors. To improve security questions and answers should be independent from each other [16]. Thereby deriving the answer from the question can be avoided. According to Just [15] the amount of questions can cause both positive and negative effects on security and usability. If fewer questions are asked, it can lessen the recall requirements and result in fewer repeatability mistakes. Hence usability increases. However if too few questions are asked security can suffer. Usually the amount of questions depends on the attack that should be prevented [16].

4.3 Usability
Besides security usability is another important aspect in designing security questions. In the following subsections criteria affecting usability will be introduced.

4.3.1 Applicability, Recall and Formatting
According to Just [15] the usability of question-based authentication mechanisms can be evaluated using three critical factors. First of all questions should be applicable to as many users as possible. Questions like 'What was the name of your first pet?' are not applicable to everyone since not everyone has been owning a pet. Secondly security questions should be designed to such an extent that users are able to recall the corresponding answer at least in some way. Finally in the best case users should be able to recall the exact answer. This however, cannot be guaranteed since certain questions like 'What is the name of the street you grew up in?' require a certain formatting or notation. In the example 'street' can be abbreviated. If a user assumes a different notation it can result in a wrong answer. Therefore in practice only questions with fixed formatting should be used.

4.3.2 First-Time Events and Favorites
Furthermore questions referring to "first-time events" should be avoided since these are more difficult to recall for older people [14]. Rabkin [23] as well as Bonneau et al. [3] also found that questions asking for favorites are inapplicable since preferences are easily guessable by using public sources, e.g. social networks. Often they offer the chance to track favorite books, music or movies. Also public Facebook pages can be used to determine a users' interests and thereby preferences [14].

5 HOW TO ATTACK SECURITY QUESTIONS
To achieve the desired level of security when designing security questions it needs to be known how these questions can be attacked. Thus this chapter will give an overview about common techniques.

5.1 Guessing and automated Guessing
Guessing answers can be based on answer entropy or an statistical analysis of the question and its most common answers. It can be broken down to: Blind guess and focused guess. Blind guess considers not only all possible answers based on the answer alphabet, but also letter distribution and common answer sets [25]. In contrast to blind guess, focused guess considers the question itself to such a degree as it is used to determine the distribution of likely answers [16].

5.2 Observing
Observing is a more sophisticated attack. It relies on gathering publicly available information about the user, his environment or preferences. For instance, this information can be obtained by using social networks. Possible answers are then derived based on this information [23].

6 MEASURING THE LEVEL OF SECURITY
To determine if a question is secure its level of security needs to be measured. This can be achieved by measuring the entropy and false positive/false negative rate. This will be outlined in the following sections. However before, ethical concerns that may arise in studies when users are prompted to not only provide their questions but also the corresponding answers need to be addressed.

6.1 General Issues
As mentioned before when users are not only asked to provide their questions but also answers to their questions ethical concerns may arise because they may fear that this information may be used to compromise their accounts. Hence fictitious answers may be provided and therefore reliable results cannot be guaranteed. Though according to Just and Aspinall[16] reliability can be increased in studies by not asking users for their answers but only for their questions.

6.2 Entropy
In addition to the difficulty of guessing and observing, the security of questions also can be determined by measuring the entropy of answers and the false positive/false negative rate. The amount of entropy defines the amount of information an information source contains. The more information it contains, the more difficult it is to reproduce the same amount of information within a new information source [25], e.g. an answer to a security question. In general the entropy of answers should be similar to that for routine authentication [15]. However this can be difficult since answers to security questions are often based on words included in a dictionary. As mentioned by Just [14] most dictionaries have between 2^{10} and 2^{20} words. Compared to that an eight-character password only made up of lowercase characters, ten numbers and 32 punctuation characters has 2^{38} possibilities. Therefore at least two questions would be needed to reach the same security level of an eight-character password.

6.3 False Positives/false Negatives
By using preference-based question systems people can make mistakes since preferences can change over time. Hence a threshold must be introduced to distinguish between legitimate users and attackers. This threshold must be chosen to such an extent that the false negative rate is minimized (likelihood to reject legitimate users decreases) and the false positive rate is maximized (access to illegitimate users should not be granted) [13].

7 ANALYSIS
In the following sections different types of security questions will be analyzed in terms of security and usability. Due to the fact that open and personal/cognitive questions have been evaluated more closely in studies, focus will be on these question types.

7.1 Open Questions
Just [16] conducted a user study to evaluate usability as well as security in terms of open questions. This study consisted of two stages. In the first stage each participant was asked to come up with three questions and corresponding answers he or she would use for password recovery. The questions were submitted to an online questionnaire. The answers were kept private by the participants to avoid a fear of being misused/ethical concerns and hence to improve reliability. Overall 94 students submitted their questions and answers. A few weeks later all participants were asked to recall their answers in the second stage.

The submissions have been evaluated with regard to three common attacks: blind guess, focused guess and observation (see chapter 5 for more information about the different kinds of attacks). For each of the attacks three security levels (low, medium and high) were specified. However the meaning of the levels differed. In case of blind guess and focused guess the levels were derived from comparable levels
for passwords and were related to the amount of possible answers or entropy. The security level of a question was considered to be low if the amount of possible answers was not exceeding $2^{34}$ answers. To reach a medium security level between $2^{34}$ and $2^{48}$ answers were necessary. High was assigned if there were more than $2^{48}$ possible answers. In case of observation the security level referred to the amount of people the answer was known to. For example, low was given if the answer was publicly available and high if the answer is neither known to family and/or friends nor believed to be publicly available.

Table 1 indicates that answers to generated questions by participants of the study are not sufficiently secure and hence are vulnerable to attacks. For blind guess about 96%, for focused guess about 92% and for observation about 68% of the answers were considered to have a low level of security or entropy. If multiple questions were combined the overall security level per user could be improved (see Table 2). However the amount of questions needed to gain a certain level of security depended on the kind of attack. For example, in case of blind guess 36 users reached security level "high" whereas for focused guess only 27 reached "high" for the same amount of three questions. Hence for focused guess more questions are needed to reach the same level of security. When all three attack types were applied simultaneously no user achieved "high" for every attack and 31 users did not achieve any "low" rating. Of the remaining users 15 achieved a "high/medium/medium" rating and twelve a "high/high/medium" rating. According to Just [16] there was no perfect set of questions but by over half of the participants a moderate level of security could be achieved. In practice it is recommended to filter or reject questions that are not sufficient secure.

In the study participants were also asked for their security perception. 163 questions were considered by participants as to be "very difficult" or "somewhat difficult" to be answered by strangers. When the security rating is kept in mind this shows that users tend to overestimate the security of their questions. Besides sharing information with family or friends is common since 98 questions were considered as to be "not difficult at all" to be answered by friends or family.

Memorability and repeatability were also important aspects in the context of the study. Although the participants were given the chance to define their own (open) questions, difficulties in recalling persisted. After error compensation 7 of 60 participants could not recall at least one answer exactly after approximately 23 days. Responses and comments by four of them indicated that it was an issue of repeatability. One possible reason could be that 40% of the questions referred to past or first-time events. As mentioned before answers to these kind of questions can be difficult to remember for older people or can change over time. Furthermore some participants may have given fictional answers they could not remember [16].

### 7.2 Personal or Cognitive Questions

Zviran and Haga [12, 30] evaluated personal or cognitive questions in terms of memorability and compared them to passphrases as well as user-generated, system-generated and associated passwords. Overall 103 graduate students took part in a study. In a questionnaire each participant was asked to create a password of up to eight alphanumeric characters as well as a passphrase of up to 80 alphanumeric characters. Furthermore each of the 55 participants was assigned a system-generated random alphanumeric password. The remaining 48 participants were assigned a pronounceable password. Besides the passwords and the passphrase each participant was prompted to come up with, a list of 20 word associations and a set of 20 predefined questions, whereas six of them were fact-based and 14 opinion-based questions, should be answered. Three months later the participants were asked to recall the corresponding answers, passwords and the passphrase.

Personal or cognitive questions could achieve the highest recall rate in the study. On average 74% of all 20 questions could be recalled. However only 2 of 103 participants could recall all answers. When fact-based and opinion-based questions were evaluated separately for fact-based questions the average recall rate was 83.7%. In case of opinion-based questions on average 74.8% of the questions could be recalled. The average recall rates for the remaining password mechanisms were as follows: associative passwords: 69%, self-generated passwords: 27.2%, system-generated passwords: 24% (pronounceable: 38%, random alphanumeric: 24%) and passphrases: 21.4%. As mentioned by Zviran and Haga [12, 30] this indicates that, at least in terms of memorability, personal or cognitive questions are superior to common passwords.

To determine in what way the mechanisms are secure, Zviran and Haga [12] also evaluated the guessability by significant others (family members, spouses and friends) for personal or cognitive questions and associative passwords. On average 38% of all cognitive items could be guessed correctly. For fact-based questions the average guessing rate on the average was 44.6%, for opinion-based questions 32.5%. Family members guessed the most items correctly (60%). The guessing rate for spouses was 41% and for friends 23.5%. Hence by increasing the social distance the guessing rate drops. Compared to associative passwords the guessing rate for personal or cognitive questions was higher. Before having been given associative cues the significant-others on the average could answer 25.5% of the questions. When the theme was given the answer rate increased to 45%. This supports the statement that the theme needs to be kept private.

Podd et al. [22] compared conventional passwords to word association and cognitive security questions. 86 students were asked to answer a questionnaire containing 40 "cognitive questions" whereas 20 of them were opinion-based and 20 fact-based. Additionally they had to respond to 20 cue words within a word association test. Finally every participant was assigned an eight-character, alphanumeric password of the form three-letter word, one digit, four-letter word and prompted to come up with an eight-character, alphanumeric password by herself or himself. Two weeks later the participants took part in a recall test. In the course of this test each participant was also asked to specify a significant-other for guessing purposes. On average 80% of the cognitive questions could be recalled correctly. Thereby compared to the other mechanisms cognitive questions could achieve the highest recall rate. However at 39.5% guessing rate cognitive questions could be guessed more easily than associated or conventional passwords. When it was distinguished between opinion-based and fact-based questions the latter produced a very high correct guessing rate at 56%. Compared to conventional passwords and word association it was the highest guessing rate. However on average 88% of the answers could be recalled. For opinion-based questions recall rate was at 72%, guessing rate at 23%. Podd et al. [22] concluded that
the best of the opinion-based items could achieve acceptable rates both of guessing and recall. For example, the following questions were among the best five opinion-based items: "Who is your favorite school teacher?" (Recall rate: 77%, guessing rate: 15%), "What is your favorite sandwich filling?" (Recall rate: 70%, guessing rate: 20%) or "Who is your favorite actor?" (Recall rate: 70%, guessing rate: 13%). According to Podd et al. [22] in practice a set of five cognitive items in combination with a conventional password could improve security.

Further analysis of security questions used by online services was conducted by Rabkin [23] as well as Schechter et al. [24]. In his work Rabkin [23] evaluated 20 banking websites in terms of fallback authentication. 15 of these websites used security questions, either sensitive or personal/cognitive, to recover a users’ passwords. At registration the user was shown at least one subset of questions derived from a overall pool of questions. He or she was asked to choose minimum one question from each subset and answer it. Although this procedure was the same across all websites the circumstances were not. For example, the size of the overall question pool as well as the questions needed to be answered varied. When the security of the questions was reviewed it turned out that one third of them referred to names of individuals or favorites. One sixth of the questions used by one bank were also used by at least one of the other banks. In most cases one third of the questions used by a bank were guessable. 12% of the questions were considered to be automatically attackable, for example in case of dates of birth or postal codes were asked. Rabkin also mentions that none of the banks or websites neither encouraged users to choose or create secure questions nor explained characteristics of a secure question. As a result fallback authentication in online banking is considered to be "surprisingly weak". Furthermore a survey was conducted to determine users’ security awareness related to online banking. In this survey of 46 participants 70% said memorability would be a very important factor when security questions need to be chosen. Only 44% considered security to be an important factor. 7% of participants stated they worry “a lot” about security, 50% worry “some” and 43% “a little”. This indicates that security awareness is very low amongst users.

A study by Grossklags and Acquisti [10], evaluating the willingness to protect or sell personal information, supports this theory. It consists of two parts. In the first part of the study participants were asked if they were willing to sell personal information or pay money to protect its release. The second part of the study dealt with the amount of money participants were willing to receive/pay. So the participants were asked to specify the minimum amount of money to release their information respectively the maximum amount of money to protect it. It turned out that the average willingness to sell personal information is much higher [10] than the willingness to pay for protection of this information. In case of weight information 7 of 47 participants were willing to pay for protection. However 41 participants were willing to sell this kind of information. When they were asked if they would sell or protect information referring to the number of sexual partners 34 of 47 participants were willing to sell this information for more money than they were willing to pay to protect it.

Schechter et al. [24] conducted two user studies to analyse the reliability and security of security questions used by four email-providers (AOL, Google, Microsoft and Yahoo!) in the US. 130 participants took part in the first study. Each participant formed a team with a significant-other. The participants were split into four groups whereas the first three groups only consisted of Hotmail users. The members of these groups started by authenticating to their Hotmail account using the corresponding personal question and postal code. Afterwards the participants of all groups were prompted to answer personal questions for the email providers mentioned. These answers had to be guessed by the significant-others. Half of them was given a second chance in guessing the partner’s question using online research. Finally the participants attempted to recall their own answers.

It turned out that 42.75% of the Hotmail users could not remember the answer to their security question. 13% of them stated this was due to the fact that they gave a fictious answer at registration. 17% of the answers given by participants in all groups could be guessed by their significant-others. 25% of the answers were considered to be vulnerable for attacks by family members, friends or colleague. 6 months later the participants were asked to recall their answers in a second study. 49 users took part in this study. In this study 20% of the answers could not be recalled.

8 ALTERNATIVE QUESTION-BASED APPROACHES

In their work Jakobsson et al. [13] introduced so-called "dubbed security questions" representing security questions related to personal preferences and characteristics. The mechanism is based on the assumption that preferences and characteristics remain stable over a long period of time. At registration time participants of a study were prompted to answer questions using a three step scale containing the following options: "Really like", "Don’t care/Don’t know", "Really dislike". Questions and corresponding answers were stored on a server. At authentication participants were asked to answer a subset of the questions used at registration. Thereby he or she was allowed to make mistakes. However if the answers given at authentication vary widely from the answers stored, an attack is likely to be in process. To distinguish between user and attacker a score was computed based on the given answers. Successful authentication of a legitimate user depended on the score being above or below a certain, predefined threshold. However to achieve a tolerable error rate subsets of at least 16 questions were required which results in higher costs for the user. According to the authors further studies are necessary to evaluate the change of preferences over time.

Additional approaches by Haga and Zviran [12, 29] respectively Smith [26] are based on word association. At setup a user creates a list containing a series of cues and answers which is stored by the corresponding service. At authentication the user is asked to answer a subset of cues. To support memorability, cues can be created based on a user-specified topic or context. However to avoid compromise by attackers this topic or context should be kept private. In a study by Smith [26] this approach was evaluated. Four participants were asked to create a list containing of 20 cues and corresponding answers. Six months later they were asked to recall the list. As they were given the cue list 94% of the answers could be recalled. Without the cues one participant could not recall a single answer. The remaining participants could recall a few answers each. Twelve months later when given the cue list 86% of the recall attempts were successful. It is assumed that in practice recall rate would be higher due to the fact that the cues would be used more frequently. In terms of guessing rate it is said that the success of guessing an answer correctly depends on the context. For example, if the context was known, in one case a close friend could answer four cues, the participant’s spouse could answer ten cues. If used in practice it is recommended to test a cue list for its susceptibility to guessing and revise the list accordingly if the guessing rate is too high. However due to lack of experience no further guidelines could be given.

Further mechanisms described by Schechter et al. [24] use authentication codes sent via sms or email to re-authenticate users. Although users don’t have to remember certain information like answers to security questions or cues these approaches have several disadvantages. For instance, mobile phones can be lost or stolen. Passwords to access email accounts can be forgotten or compromised. To avoid the latter issue it is recommended to use a secondary email address for receiving authentication codes.

In their work Nosseir et al. [19, 20] use contextual data to authenticate users. Two approaches were introduced. First of all by equipping an office with sensors a user and his or her movement can be detected. Thereby situations can be derived, e.g. arrival or leaving of a user. Based on the idea that each user recurrently moves along a
security questions used in practice has been analysed.

Although security questions represent a mechanism widely used, for example by banks [23] or the four biggest email providers in the US [24], as seen in chapter 7, it is very difficult to create questions which are both secure and usable at the same time. It has been shown that there is a trade-off between security and usability. While answers to personal or cognitive questions were easier to remember than conventional passwords they suffered from guessing and observing attacks and could be guessed more easily [12, 22, 30]. Answers to open questions that were assumed to be remembered more easily resulted in persisting recall difficulties [16].

This, on the one hand, is caused by service providers and institutions using less secure questions, for example, by asking for names of individuals or favorites [3, 23]. On the other hand the low security awareness of users, reflected in their willingness to publish personal information in social networks [23] as well as to sell or share these with family or friends [10, 16], hinders protection from those kinds of attacks. However, this behaviour might also be caused by a lack of information since service providers and institutions are not providing guidance in how to choose or create secure questions [23]. Thus informing the users will be a crucial aspect in the future.

As mentioned in the previous chapter, besides the question-based authentication systems described in this paper, further alternative approaches exist. On the author’s opinion the most promising of these approaches is based on word association. In a study by Smith [26] after 12 months on average 17.2 of 20 answers could be recalled. However the result highly depends on whether a cue list is given or not. To avoid compromise this cue list needs to be kept secret. Furthermore due the fact that only four participants took part in this study additional, extensive investigation is necessary.

Other approaches using context-based authentication [19, 20] suffer from privacy concerns and also need further research, for example in terms of question parameters.

The past has shown that authentication is a crucial aspect of interaction with devices and services. However some forms of authentication, especially question-based authentication, need to adapt to the present. Else alternatives need to be found. Only the future will tell when these alternatives can be found. Though current approaches give occasion for hope.
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Understanding Users - Implicit Usage Modeling on Smart Mobile Devices

Matthias Lamm

Abstract—Over the last decade, mobile devices with touch screens, commonly known as smartphones, have an increasing market share compared to Personal Computers and laptops. Since these devices are used throughout the whole day in private and business environments, users have an exceptional connection to them. By interacting with them, users generate an enormous amount of information with the installed sensors like gps, illumination or acceleration. With this paper, we want to present current research on how this information can be collected, evaluated, and incorporated in order to support the users. Starting with assumptions which can be drawn for general users, this work further leads to applications for individual user-analysis. Through machine learning and other methods, models of the users can be generated which offer the possibility to predict, compare or assess actions of the user. These models can also be used for biometric authentication in order to evaluate if the current user is the rightful owner or a possible intruder.

Index Terms—Mobile Devices, User Verification, Authentication, App Usage, Machine Learning, Touch screen, Life logging

1 INTRODUCTION

Today’s smartphones have various opportunities to collect data about their usage for the improvement of the user experience. Diverse sensors like location- or acceleration-sensors or the front and rear camera, and even the touch screen, can deliver information about the specific user. In the first section, we present findings concerning the general behavior of smartphone-users, and in which way UI/UX designers can use gained information in order to improve the usability of the phone and the apps for users. Usability design on mobile devices is crucial. On the one hand, users want to reach their goals on the fastest way possible. They use their smartphones on-the-go or in crowded places like the subway or for example during short work brakes just to check the latest news or bank account transactions. To reach these goals fast, critical information like mail account information or bank credentials must be stored on the smartphone. On the other hand this critical information has to be well protected against possible threats. Our goal here is to present several possibilities for protecting Smartphones against third parties, and to use easy collectable data in order to improve the usability of certain apps or the smartphone in general. Unlike other approaches, which use dedicated hardware like fingerprint sensors in the iPhone 5s, we want to show possibilities of improvement of data by which could be collected by the hardware that is already present in most common smartphones. The second part of this work will focus on how collectable data could improve user-specific experiences through implicit authentication methods, the optimization of keyboard input on touchscreens, and automated interface adaptation for smartphones. Finally, psychology related research will be presented. By analyzing the user’s behavior with the mobile devices, conclusions to the user’s personality can be drawn.

2 GENERAL BEHAVIOR

In this section we are going to present some investigations concerning the general behavior of users. We show how researchers collect data that helps to analyze the overall behavior of smartphone users and what assumptions can be made for them.

2.1 Which apps are used when

In order to analyze the app usage on mobile devices, the different states and events of an app should be known (see figure 1). While installation and uninstallation normally only appear once, and updating only occurs from time to time, opening and closing are the only events which may be observed regularly. By observing these events, statistics about app usage can be collected.

In earlier studies (eg. by Cui and Roto [5]), web usage on mobile devices has been analyzed. Their main findings were that mobile web usage sessions are rather short, compared to stationary web usage via a PC. However when the mobile device is connected to a Wifi, the timeframe for web sessions have been significantly longer, compared to cellular connections. Böhmer et al. [3] started a more detailed analysis of which app categories where most likely to be used at which time (see figure 2). To do so, a data collection tool, AppSensor, has been developed, which has been integrated into an app recommender system app [2].

Their findings show that the overall app-usage per day of the participants is around one hour per day, and the average duration of an application session is 72 seconds. Most apps are started in the afternoon and evening, and the peak is around 6 pm. Contrary, the duration of app usage is the longest in the early morning ours from 3 am to 6 am with five minutes or more. From noon to midnight it’s less than a minute. According to Böhmer et al. [3] a possible explanation might be that users explicitly leave certain apps active while they are sleeping and these apps have a standby-mode prevention. When their insights are regarded in more detail, communication apps have the highest probability for a launch during the whole day. In the af-
ternoon and evening hours the probability is even above 50% of all launched apps. This shows that mobile devices are, despite their widespread usage opportunities, still mainly communication devices. News apps in contrast, have their launch peak in the morning hours. Insights like these are also used by commercial news networks. Yahoo for instance just launched "News Digest", a curated and algorithm driven news app, which presents eight to twelve news twice a day at 8 am and 6 pm via notification. This is an aid for users, who now don’t need to search for their news themselves, avoiding distractions or work interruptions. Another aspect are "application chains": They are defined as a sequence off apps which are used on the device while the standby-mode is not active for longer than 30 seconds. Most sessions (68.2%) only contain a single app. In multi-app sessions users reached a maximum of 14 unique apps but tend to reuse previously used apps. Nearly every second multi-app session was initialized with an app from the communication category. This again emphasizes the role of mobile devices as communication devices.

Location is a further covariable for the usage behavior with apps, according to empirical evidence. As soon as users are moving with speeds higher than 25 km/h, they most likely use Multimedia-apps. Presumably they use their mobile device to listen to music in the car or the bus. When users are located at airports, the probability of them using a browser app is nearly three times higher. Böhmer et al. concludes that it’s possible that this is a sign for the lack of native apps, which provide the desired information like flight status, forcing users to use conventional websites.

Since the study is from 2011, some findings probably must be relativized. The range of apps in the appstores of Apple, Google and Microsoft is growing every day. Airlines for example offer their own apps which provide the users with a better experience than the mobile website of the airline. Parallels can also be drawn for other fields, like for example web mail providers or news sites. It can be assumed that the release of dedicated smartphone apps raises the reach on mobile devices. If a company determines their website is often used with mobile devices, one can advise that the development of an app might be a good idea. After users install such a new app on their device the next step is the app launch.

Due to the mentioned increasing number of apps that users have installed on the phones, it’s crucial for users to organize their screen in order to launch the desired apps as fast as possible. Regarding the android operating system, users have several possibilities to start apps:

- Launcher: Home-screen + Drawer + Folders + Widgets + Dock
- Notification Bar
- Within other apps
- Lock-screen

2.2 How Users Launch Apps

Due to the mentioned increasing number of apps that users have installed on the phones, it’s crucial for users to organize their screen in order to launch the desired apps as fast as possible. Regarding the android operating system, users have several possibilities to start apps:

- Launcher: Home-screen + Drawer + Folders + Widgets + Dock
- Notification Bar
- Within other apps
- Lock-screen

To analyze the launch and organize behavior, Hang et al. developed a custom android launcher, which made it possible to collect this information. Gaining knowledge about this launch behavior is important.
to identify areas for improvements and to understand their implications for the design of app launchers.\textsuperscript{[11]} In order to provide real life data, the launcher was installed on the user’s own devices, and their homescreens were reconstructed as far as possible (see figure 3). During the study, data of 22 participants was collected for four weeks. Investigating the collected information, revealed that most apps were launched at the beginning of the phone from the launcher and from within other apps through intents. The notification bar has only been used by few users. Only one participant frequently used the lock screen to launch apps. Additionally, navigation time has been logged. When a navigation type (for instance the app drawer) was opened, timekeeping got initialized and stopped when an app was launched. The measured average navigation intervals reached from two to five seconds \textsuperscript{[11]}. Obviously, dock-launches offer the fastest average navigation time, followed by the homescreen, folders and at last the app drawer. Remarkably, horizontal app drawers performed 20\% slower than vertical ones. Regarding the arrangement, users surprisingly rarely use the dock for their most used apps, despite this being the fastest possibility. Some users even used the app drawer to launch some of their most frequently used apps. This leads to the assumption that there is much space for possible improvements. "Due to the individual traits, the design of app launchers should not follow a ‘one design fits it all’ approach, but should take users personal preferences into account (i.e. using existing launching concepts and complement them with adaptive solutions)."\textsuperscript{[11]}

Most of the possible adjustments and settings here lie in the hands of the users himself and app developers do not have many opportunities to influence them. However, on Android the possibility to install alternative launchers with automated settings does exist. These will be addressed later. Now we are going to look at how users interact with the touchscreen of their smartphones when an app is running.

2.3 Touchscreen Usage Analysis

**Fig. 4. The touchscreen is divided in a 10x10 grid. The arrows represent the relative offset between targets, which are in the respective cell and the actual tapping point. The brighter each cell, the longer the offset vector. At the far left targets show the highest offset. (figure from: \textsuperscript{[12]})**

When regarding the usability of touchscreens, you have to consider how the user is interacting with it. Depending on the situation, there are three possible positions how users operate with mobile devices:

- one handed
- two handed - one hand touching
- two handed - both hands touching

In each position you have to consider that different areas of the screen have different values concerning the reachability. Additionally, touchscreen inputs can be influenced by the “fat finger problem" where the desired target gets occluded by the finger, and a precise input is impeded. Therefore targets like buttons must have an appropriate size to reduce error rates.

Henze et al. \textsuperscript{[12]} developed a game for mobile devices, where the user has to tap appearing targets in the fastest way possible. With increasing progress the levels of the game become more difficult, up to a nearly unsolvable level. They published the game in the android market to reach a wide audience. The performance of the users got recorded and transmitted to the developers. The collected data shows, that depending on the location on the screen, different areas show an offset between a target and the actual tapping point (see figure 4). Besides the position of the targets, the target size has also been considered. In a second version of the game, a location dependent shift-function has been included. Results show a significantly reduced error rate. Through this, a systematically skewed input on touchscreen mobile devices could be proven.

Generally we can assume that areas near the edges of a touchscreen are difficult to reach with a high accuracy. "Sweet-spots" with high accuracy are dependent to the holding position and the screen size. Since Android devices have various touchscreen-sizes and resolutions and therefore positioning on the screen has to be relative, android developers have a disadvantage compared to iOS developers where size and resolution is fixed.

3 INDIvidual Behaviors

While the previously shown research is looking for globally valid findings, we now seek to show works that regard the individual users and their behavior.

3.1 Biometric User Authentication Approaches

With the increasing spread of smartphones in today’s society, security problems concerning your smartphone gains more and more importance. The most used protection for phones are the four digit PIN, and the android unlock pattern (see figure 5), which has been introduced by Google in 2010. For the PIN-system, “the number of candidate passwords is limited to only 10.000 (from 0000 to 9999)"\textsuperscript{[13]} possibilities. These threats will be regarded now in more detail.

![Fig. 5. The Android unlock pattern: Dots on a 3x3 grid get connected by drawing a line on the screen with the finger. The smartphone only gets unlocked if the right dots get connected in the right order. (figure from: \textsuperscript{[18]})](image)

**Bruteforce:** Since there are only 10.000 possibilities for the four character pin chances to unlock a phone just by guessing are not that bad. If there’s personal knowledge about the owner, for example the birth date, the risk of an unwanted unlock is even higher.

**Smudge attacks:** Aviv et al. \textsuperscript{[1]} took a look at how the wildly held android unlock pattern could be easily attacked just by photographing the Touchscreen and adjusting brightness and contrast of the image. Due to oily residues, the used pattern can be reconstructed even when "noise" by normal usage is generated, or when tracks are blurred by cloth contact. To prevent this von Zeeuwitz et al. \textsuperscript{[18]} tested alternative authentication modes.

**Shoulder-surfing:** Since phones are often used in public, shoulder-surfing is another possible threat for the security of the smart phone. "Shoulder-surfing refers to someone watching over the user’s shoulder as the user enters a password, thereby capturing the password. While alphanumeric passwords systems are vulnerable to shoulder-surfing if the attacker can see the keyboard, graphical password systems may be more vulnerable in certain settings."\textsuperscript{[19]}

**Implicit Authentication** is a method to authenticate users by actions they would perform anyways \textsuperscript{[14]}. Jakobsson et al. proposed that implicit authentication could be used as
Two studies have been carried out. The first one regarded different unlock screens (see figure 6). The permutations of lockscreens contained of a horizontal, a vertical with one and two fingers, and a diagonal gesture. The participants were assigned to the different types. During the study, all information of the touchscreen has been collected: the pressure, size, x- and y-coordinates, as well as the time. Each user had to train the system how they unlock their phone. This model was later compared to the other users via dynamic time warping (DTW). With this algorithm, which originates from speech recognition [16], the costs for matching two different sets is calculated. If these costs are below a predetermined threshold, access is granted. Whereas true positives have been above 90% in most cases, the accuracy is around 50% due to high false positive rates (excluding the two finger vertical condition, which is significantly lower).

The second study considered the commonly known password patterns. In contrast to the first study, more complex data could be collected because the pattern normally consist of more complex gestures. After a field study, in which users had to train their model with a predetermined pattern over 21 days, they had to simulate attacks on the patterns of other users in a lab session. Due to these alternations, the accuracy could be improved to 77%. “The results of the second study support our claim that password patterns create data that is distinct enough to distinguish between different users. Overall, it can be stated that using touch screen data to identify users works to a certain degree.”[6]

Another attempt for biometric authentication are Keystroke dynamics. To improve data security besides of the knowledge (like password) or possession (like ID-cards), which can be easily compromised or stolen another level of security is introduced: Biometrics are features that define a specific person. These features can be physiologic like for example body- or face- shapes (used for example in face-recognition), but also behavioral like typing rhythm or speech. An advantage against other methods is that these features can not be lost and are mostly difficult to imitate for potential intruders. This makes Biometrics a good identifier for authentication processes.[15]

With keystroke dynamics, the user’s typing behavior on the keyboard gets analyzed. Studies have shown that the keystroke rhythm is a good indication for someones identity. Monrose and Rubin [15] ran their studies on different workstations at NYU and Bell communications. Their system used euclidean distances to distinguish different datasets, and the used classifier reached a correct identification rate of 87.18%. Besides their goal, to identify certain users, they made the suggestion that keystroke dynamics could also be used at workplaces where high awareness is crucial, like for air traffic controllers because drowsiness or fatigue could be recognized and third parties could be alerted.

**Keystroke Analytics on Mobile Devices**

While Monrose and Rubin [15] just took desktop systems into consideration, Frank et al., Hwang et al. and Zeng et al. [10, 13, 22] transferred the approach to cell phones and smartphones (see figure 7). Touchscreens of modern smartphones and the modern mobile OSs give various additional information, which can be used for feature generation. Zheng et al. [22] added acceleration, pressure, size and time of touch-events during logins to generate unique user patterns. Analysis of their data showed that combination of all these features outperforms the individual features.

Hwang et al. [13] developed a framework for mobile devices, which also used the password authentication for an additional biometric verification. After an enrollment of valid users, a classifier is build. The access to the device can be denied to unknown users who gained ac-
cess to the correct password but use the wrong input rhythm (see figure 8). Again a simple distance measurement is used to match the authentication try with the trained model. In their study, they used two conditions: "Natural Rhythm without Cue" and "Artificial Rhythms with Cues", Cue meaning a metronome-like indication, to support the users to use the correct rhythm. Their results show that error rates for valid users could be decreased in most cases.

Security on smartphones gains more and more importance and the previously shown approaches have shown that security can be improved by userdatalocation and collection. However Apple and Google are tending towards building new hardware to improve security. While Apple is using Touch ID\(^4\), Google presented a technique at their developer conference Google I/O, where the physical presence of other hardware, like for instance a smart-watch, automatically unlocks the smartphone\(^3\).

### 3.2 Typing Optimization

A model of specific users may not only be used to identify him or her, but also to support them when it comes to text input. Earlier we showed that communication is still the most used task for phones. Besides speech, text input through keyboards, is commonly used.

Systematic touch offset, like shown earlier is also a user individual problem, when it comes to every form of touch input like on soft-keyboards, which are used on most of today's mobile devices. Besides the problem that keyboards on mobile devices are multiple times smaller than desktop or laptop keyboards, they lack haptic feedback, which is sometimes simulated via the vibration motor of the devices. However since they are software-driven user specific adaptations can be performed to improve input accuracy. Findlater et al. \([9]\) made a study on how adaptive keyboards perform against static keyboards, which only use the raw input data. Their adaptive keyboards pursued two conditions: While one adapts the classification model, only in the invisible underlying model, the other one also adapts the visible keyboard (see figure 9).\([9]\) For the training a J48 classifier was used. This is an open source implementation of C4.5, a decision tree algorithm. During the training, the underlying keyboard model got updated after every entered sentence. Contrary to the expectations, the keyboard with visual adaptation provided no improvement, while the not visually adapting keyboard improved the typing speed up to 15.2\% in the third training session of the study. Regarding error rates, however no perceivable differences could be found. Back-of-Device keyboards can also benefit of such a user specific adaptation. Buschek et al.\([4]\) presented a Clustering-based approach to improve the performance of users during input. In contrast to the previous portrayed studies of Findlander et al.\([9]\), they also used additional language models to predict inputs. They combined both keyboard- and hand-models for a hierarchical clustering method. Hereby a re-estimation for the locations of keys can be performed dynamically while typing.\([4]\)

Fig. 7. The string '5805' is typed by a user. The duration (blue) is the length of the 'key down' event on the keyboard. The interval (red) is the time between two 'key down' events. At the bottom the resulting timing vector is shown: It consist of tuples of durations and intervals. The first number is the duration of a 'key-down' event and the second one the interval to the next 'key-down' event. The negative interval shows overlapping 'key-down' events where both keys are pressed at the same time. (figure from: \([13]\])

![Fig. 7](image-url)

Fig. 8. Diagram of the framework used by Hwang et al. showing the three steps: enrollment - a new user gets registered, classifier building - the modell for the respective user gets build, user authentication - if a user enters a password the input gets matched with the classifier before granting access. (figure from: \([13]\))

![Fig. 8](image-url)

For improvements during the typing process it is essential to build a good text-model for the specific user. To speed up the learning process of the model and adapt the "language style" of the user, many keyboards like swiftykey\(^4\) want permissions to read previously typed texts like emails or social network statuses. However improvements for the model are also performed dynamically.

### 3.3 User Interface Adaptation

Since users, like shown before, often tend to not use their mobile devices in the most effective way and waste time by searching for their desired app, it’s a viable field of research when it comes to usage prediction. If users get presented the most probable app automatically, they don’t have to waste time searching through their increasing number of apps. Such an approach is followed by Shin et al. \([17]\) and similar at Xu et al. \([20]\).

Again, a logging app was designed which collected User-related (GPS, cellular network location, 3D accelerometer, personal schedule, calls and SMSs), Environment-related- (Illumination, carrier, WiFi, Bluetooth, screen status, battery status, setting status, and device status), and App-related- (running apps, active app, app status) -information. In their study, they collected sample-data with context information for launched apps and formed an inference model with naive Bayes classifiers (offers good tradeoff between accuracy and computation time). With this model, they could calculate the probability for an app start in a given context.\([17]\) Often other methods like Support Vector Machines (SVM) offer better results. Since these have enormously higher requirements, concerning processing time and memory, their usage is not advisable on mobile devices.

The developed model was later used to build a launcher app which dynamically reorganizes the app icons on the first home screen. The icons were organized from top left to bottom right in decreasing order and the app with the highest gain in probability is color-highlighted. Their results showed that the participants frequently used the new homescreen. The search time for apps which were normally started by the users via the app drawer decreased understandably. Apps which


were previously on the static homescreen, now required slightly more time, because users had to search through the reordered homescreen and can not rely on their memory.

Similar attempts are today already used in productive systems like Google Now\(^5\) on android devices. Current location, information from Google’s social network Google+ and search history is used to present “cards” with information the user might need at the moment. Aviate\(^6\) an android launcher currently in beta phase, adapts the homescreen accordingly to preset locations like work and home, time dependent or for instance if the user plugs in headphones. In each situation groups of apps, which can be linked to this situation, are shown. These groups themselves have a fixed order, which could be adjusted by the user to avoid confusion.

4 CONCLUSION AND DISCUSSION

Regarding the presented researches, one can see that there are various fields which are investigated today. Table 1 offers an overview for the addressed topics. Most approaches use similar data types which are mostly gathered from the smartphones sensors but also directly from apps like the dictionaries from used words. A problem is that researchers always have to implement their own data collection. However, the Android OS for example offers the possibility to use various intents which can be used system wide, but the storage for such information is application specific. Since the same data types are used often for various investigations, it would be a great opportunity if the OS manufacturers like Google and Apple grant access to a usage information storage for developers and researchers. By this, redundantly stored information could be avoided and developers can still use it. Hereby it would probably be easier to gather information with productive systems instead of being dependent on labstudies often times. Another approach would be the development of a framework that collects and holds the information, and can be accessed by other apps.

Nevertheless this data is also critical like user credentials and must be well protected. Especially in Europe and Germany, users and the media often see it as being problematic when it comes to user data collection. To minimize the user’s fear of abuse, data protection and anonymization must be granted.

5 OUTLOOK

These previously shown systems are mostly used to improve the user experience for the currently used device. However data which could be collected by mobile devices can also be used to generate more abstract personality models of the users themselves. Yuruten [21] tried to derive predictors of life satisfaction via these data. To do so, communication information (how many calls or SMS conversations are initiated/received by the user), proximity information (how many other devices with active bluetooth are around the user), and location (home/work/elsewhere) are used. This information got compared with conventional surveys for social life satisfaction (see figure 10). Their “results show that the method is useful for estimating user activities, and for identifying meaningful relations between activities and satisfaction. More specifically, the analysis shows that work, leisure and sleep activities, and regularities in the daily activities have both direct and indirect inuences over the reported levels of satisfaction.” [21]

De Montjoye and De Oliveira [7, 8] have even made an approach, to predict peoples personality. De Montjoye[7] build a model which “predicted whether phone users were low, average, or high in the big 5: neuroticism, extraversion, conscientiousness, agreeableness, and openness.” [7]

Currently, we are developing an android app, which will log the users interactions with the device. Our participants will perform conventional intelligence and personality tests. Afterwards the app will be installed on the user’s own devices, which will send the collected data to our servers. Our goal will be to confirm [7] findings and develop a machine learning approach, which makes it possible to predict a certain user’s personality and probably even his or her intelligence from their interaction with the smartphone.

![Figure 10. Model generated by Yuruten et al. which shows the found relationships. For example a high social entropy has a negative effect on the social life satisfaction. The * * * and *** stand for the significance levels p < 0.1, p <0.05 and p <0.001 of the respective path. (figure from: [21])](http://www.theverge.com/2013/10/15/4839162/aviate-android-home-screen-app-google-now/Last accessed: 2014-05-31)

De Montjoye and De Oliveira [7, 8] have even made an approach, to predict peoples personality. De Montjoye[7] build a model which “predicted whether phone users were low, average, or high in the big 5: neuroticism, extraversion, conscientiousness, agreeableness, and openness.” [7]

Currently, we are developing an android app, which will log the users interactions with the device. Our participants will perform conventional intelligence and personality tests. Afterwards the app will be installed on the user’s own devices, which will send the collected data to our servers. Our goal will be to confirm [7] findings and develop a machine learning approach, which makes it possible to predict a certain user’s personality and probably even his or her intelligence from their interaction with the smartphone.
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