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Preface 
   

This report provides an overview of current applications and research trends in the field  of 
interactive surfaces in terms of hardware (e.g. tables) and interaction techniques. 

During the summer term 2009, students from the Computer Science Department at the Ludwig-
Maximilians-University in Munich did research on specific topics related to interactive surfaces and 
analyzed various publications. This report comprises a selection of papers that resulted from the 
seminar.   

Each chapter presents a survey of current trends, developments, and research with regard to a 
specific topic and includes theories, methods, and findings from hardware design, interaction design 
and many more. Therefore, the report is targeted at anyone who is interested in the various facets of 
interactive surfaces and related interaction techniques.   

In addition to this report, there are slides from the students’ talks available at  

http://www.medien.ifi.lmu.de/lehre/ss09/hs/ .  
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Superimposed Displays

Franz Berwein

Abstract— The term ”superimposed displays” has been coined to refer to any configuration of two displays where one is superim-
posed on the other. This applies to setups like handhelds and large context displays, but also head-mounted displays that rely on
reality as superimposed display. Recent research concerning this topic has produced a vast amount of papers containing interesting
findings that could prove useful for related projects. Yet a comprehensive and focused overview is missing. This paper shall provide a
survey of the origin, technologies and appliance of superimposed displays. It will point out different aspects like connection, tracking,
projection, navigation and other forms of interaction such as selection or drag-and-drop tasks. Ways to overcome or at least reduce
technological obstacles will be highlighted in the course of that. Then the paper will divide the issue at hand in three categories –
touch-based interaction, options to extend the interaction space beyond the surface and applications in the domain of augmented
reality. For each category the most salient and influential works will be introduced to portrait the state of the art and show the benefits
and difficulties of superimposed displays.

Index Terms— Superimposed displays, interactive surfaces, spatially aware, tabletop, handheld, magic lens, peephole displays,
mobile, ubiquitous computing

1 INTRODUCTION

Techniques to enrich our visual experience and aid our eyes have been
a goal of mankind for a very long time. The dream of interactive envi-
ronments has been the topic of many movies and an impetus for many
scientists. This vision has started to become reality. While the hype
over VR helmets at the beginning of the 90s has long vanished, sophis-
ticated new technologies have since gained drive, like interactive tables
and walls and tangible surfaces. Today we are at the brink of a merge
between reality and virtual reality. Furthermore, we have started to
explore the benefits of augmenting reality with computer vision. The
last decade saw a fast-progressing evolution in this matter. The topic
first gained broader attention in 1993 with the ground-breaking works
about ubiquitous computing by Weiser [71] and situated information
spaces by Fitzmaurice [17]. While the former inspired innumerable
ambitious projects and dubbed the dawning computer era, the latter
paved the way for future research concerning interactive surfaces.

Superimposed displays are a sub-genre of interactive surfaces and
spatially aware displays. They try to enrich the interactive experience
by using well-known metaphors like toolglasses and magic lenses [10],
peepholes [80] and annotations. The term ”superimposed displays”
has been coined for environments where one display is beneath or be-
hind another and the closer display provides an enhanced view of the
superimposed area of the remote display. Weiser referred to this setup
as tabs and boards [2, 71]. Often this has been narrowed down to
spatially aware handhelds and large situated displays. While this is
certainly the predominant field of use, it can not be deemed sufficient
to include all applications utilizing this setup. Reminiscent of Weiser’s
original vision, the term thus tries to broaden the topic to all environ-
ments featuring two interconnected displays.

2 MOTIVATION

The motivation for superimposed displays is manifold. Concerning
tabletops, the usual way to interact directly means pressing the finger
against the surface. This input serves well for location and low-level
manipulation (for example, dragging items), but meets its limits when
it comes to more sophisticated tasks, especially manipulations of small
areas. This enforces the wish for a more intelligent input device that
matches these needs and offers fine-grained control. Earlier concepts
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involve the metaphor of focus + context [6]. The actual system fea-
tured a large low-resolution display and a smaller high-resolution dis-
play fixed in the center of the large context screen. Users have to pan
the entire image to focus a specific area. The disadvantage of this ap-
proach is the inevitably stationary setup. Handhelds were then used
to combine a movable focus area with a larger context display in the
background. This is helpful in two ways: While handhelds naturally
provide a relatively high resolution on a smaller display and thus are
perfectly suitable for this task, the large display can show its content
without the interference of a stationary focus screen. This setup may
still be enhanced for some purposes by making the personal display
spatially aware. That means location data is automatically transmitted
and updated on the personal screen enabling the user to interact (for
example, scroll) with the large display by moving his personal hand-
held device.

Since ubiquitous computing more and more turns from vision to
reality and since cellphones have spread all across the globe, small
handhelds have become an everyday item worn by everyone. This de-
velopment offers lots of opportunities, as the notion of superimposed
displays could thus become truly ubiquitous. Everybody could use
his cellphone to interact with large displays easing his everyday life.
Thereby interaction between humans could be enriched greatly – and
all of that just with more or less basic, widespread and cheap hardware
on the client side if adequate technologies are developed and applied.
Developers have already reached far in this matter, but several issues
still bind the evolution. To name two major ones: there has yet to be
found a solid way to connect large display and handheld and robust
means to track the handheld(s) as well, especially when it comes to lo-
cating them above the surface. Various solutions have been suggested
for both issues and shall be detailed along with other issues that arise
in the production of superimposed display solutions.

3 THEORY

Over the past years there has been a growing effort to develop super-
imposed displays, be it for augmenting reality, better visualization of
certain spots on large displays or interaction with objects on them.
There is a lot of potential, but also partly unresolved pitfalls that need
attention. In the following sections, the major technical issues shall be
detailed. These are the connection of the devices, subsequently track-
ing them, which projection mechanisms to use, navigational issues and
other forms of interaction such as selection and text input.

3.1 Connection
To start interaction between two displays, they first have to be con-
nected. This goal can be reached in a variety of ways. There are
projects that establish a connection detecting synchronous events like



bumping devices together [24, 30] or pressing the same key simultane-
ously [55]. Another option is to display a random key on the handheld
that has to be typed in to synchronize with the large display. This key
may be an alphanumeric string, a sequence of motions or gestures or
a visual pattern [3, 5, 50, 63].

Connectivity and device identification can also be provided by radio
frequency identification (RFID) or near field communication (NFC)
tags and a corresponding reader [15, 51, 60]. Although these tags
are fairly inexpensive and provide accurate identification, there is a
major drawback, namely the need to equip the mobile handhelds with
these tags. This detour prevents the envisioned ad-hoc approach in
everyday life. Another problem is the reading range applied: Either
a small compulsory range is given, limiting the user to a very narrow
physical space. Alternatively, a long-range reader may be installed,
prompting the user with the difficulty ”to judge whether a given tag
is within reading range” [76]. This disambiguity may possibly lead to
unintended connections and security and privacy concerns.

Bluetooth can also be used to connect two or more devices. One
should bear in mind though that only up to eight users in one piconet
are supported. It is frequently applied, for example by LightSense [46],
to transmit data from and to the handheld. It is remarkable though that
it takes a considerable amount of time to achieve a Bluetooth con-
nection. Thus it should not be used in time-critical environments.
BlueTable relies on Bluetooth for this purpose, too, but proposed a
different mechanism to initiate a connection [76]. It employs vision-
based handshaking to assert proper identification. First the placement
of the handheld device on the tabletop is detected by visual means.
Then a Bluetooth connection is attempted to all devices in a given
range. If they run a specific software (reported by the Bluetooth ser-
vice GUID), each of them is subsequently commanded to blink its in-
frared port. If the currently blinking device does not match the position
located before, the next device is commanded to blink until the right
one is reached. After this initial handshake, communication via Blue-
tooth may commence. The infrared blinking could also be substituted
by a recognizable modification of the handheld screen. The connec-
tion and identification can be secured and disambigued by blinking in
a unique pattern. The drawback of these methods is that using infrared
light is prone to occlusion and therefore the system might erroneously
think that a device has been removed while it is only occluded by a
hand or an item on the table surface. This can be overcome by build-
ing in tolerances for long dropouts.

It is also imaginable to employ other wireless techniques such as
WLAN (IEEE 802.11). It features a higher data rate and entails less
constraints, but power consumption and hardware prices are higher.
Despite of that, Ubiquitous Graphics [61] used an IP-based adhoc
wireless network where each device acted as an independent peer and
synchronized with others in proximity by broadcasting ping signals.
This approach may suit well in an environment with tablet PCs, but
may not be applicable to smaller handheld devices that are shipped
with less capable batteries and storage space.

3.2 Tracking
Tracking the mobile devices connected is the second challenge that
research still has to face. RFID or NFC tags have already been men-
tioned. Another widely used concept is tracking the infrared (IRDA)
port of the handheld (active). Passive infrared tracking can be realized
with retro-reflective spots on the handheld. This reduces the already
low power consumption to zero. The obvious drawback of this tech-
nique is the need for an installed infrared device which has become
less common on cellphones over the last few years. Another disadvan-
tage is the demand for a free line of sight between the ports and the
considerably small range (max. 1 meter) [76]. Bluetooth, developed
as an alternative to infrared, may be used to track devices, but is not
suitable for the needs of superimposed displays since the resolution of
location detection only scales down to room-level [21, 14]. It might be
(and is frequently) used for the exchange of data that are not critical in
terms of time.

With the rise of built-in digital cameras, the need for flashes has
grown accordingly, fueling the inclusion of some kind of flashlight

in modern cellphones. (Bright) LCDs are also a common component
of cellphones nowadays. These light sources can be used as another
means to track the devices, as LightSense [46] has shown. A similar
approach has been undertaken by Miyaoku et al. with C-Blink which
employs hue differences (due to radical switches) on the mobile screen
as positioning signal [38]. As emitting light (and using Bluetooth) con-
sumes more power and because power naturally is scarce and precious
on mobile devices, this option may only be useful in specific circum-
stances (for example, short interaction).

Yee [80] mentions several other options for tracking such as optical
tracking which means affixing the innards of an optical mouse to the
handheld to track its motion on a flat surface. He also suggested iner-
tial tracking, that means tracking of the acceleration and other phys-
ical forces that are applied to the handheld. The iPhone provides a
glimpse onto the possibilities of this technology which has yet to be
tested concerning tracking. Furthermore, he tested ultrasonic tracking,
but concludes that its position reading is too slow and tracking is too
instable (or interaction too cumbersome) as the transmitter has to be
exactly co-planar with the receivers. To overcome these boundaries
he hence used fishing lines that ran through two reference points and
then were connected to an optical mouse on a flat surface and, on the
other end, connected to the handheld. Tension was maintained by two
small weights at the end of the tethers. This prototypical construction
made it possible to navigate relatively freely while being tracked in a
robust fashion. Light, IR and tagged tracking have helped to ease these
constraints, but yet a robust and cheap way ought to be found.

A promising solution suggested by Izadi et al. [26] may be a camera
tracking certain recognizable shapes in front of the display.

3.3 Projection
Furthermore, there are various ways to achieve a large display. Many
projects focus on projection-vision surfaces, but apply them differ-
ently. While these systems project an image on large context display,
augmented reality applications walk the opposite way and project the
enriched image on a focus display and have reality serve as context
display.

Fig. 1. Occlusion and seamless integration using front projection [61].

One option is front projection, which means that a display (like a
table or a wall) reflects the light/image of the projector into the eyes
of the observers. A common setup for this scenario is a beamer pro-
jecting an image on a wall. The projector is usually mounted high on
a shelf or on the ceiling to meet throw requirements and focal length
of video cameras [9, 56, 61]. These mountings entail the drawbacks
that they are difficult to setup and easily corrupted by minor vibra-
tions. Additionally, once installed moving them becomes tedious [75].
While front projection does not need a cumbersome and possibly ex-
pensive setup with a diffusing layer and further devices in the back of
the display, it fails to provide good results when the space before the
display is crowded because the projection becomes occluded and thus
badly visible. However, the occlusion/shadow can also be used as a
depth cue and the handheld display can easier be integrated seamlessly
with the projected image (see figure 1). To achieve such seamless in-
tegration while preventing unneccessary light of the projected image
from hitting the handheld display, Ubiquitous Graphics [61] employs



a broadcast mechanism that updates every device when one device
changes its location. Spatial awareness is provided by ultrasonic track-
ing of pens attached to the devices. Occluded areas are then masked so
that the image is not projected in this specific area, but only in the free
estate of the large display. This approach takes Baudisch’s focus plus
context screens [6] a step further. PlayAnywhere [75] takes a more
compact and flexible approach to front projection. While most other
applications rely on a fixed projection unit and separated devices for
tracking and miscellaneous tasks, Wilson used a self-contained sys-
tem comprised of a projector combined with an infrared camera and
illuminant that can be placed directly on the table (see figure 2).

Fig. 2. Avoidance of occlusion by using a mobile projector [75].

The opposite, rear projection, is often used in table tops. It needs
a diffusing layer on the surface that captures the projected light and
thus makes it visible to the observer. Pioneering works concerning
rear projection are metaDESK [69] and HoloWall [35]. The advantage
of this approach is that it enables the construction of a self-contained
system and easier positional tracking of the handheld devices as they
can be traced on the usually touch-sensitive surface. It also eliminates
problems evoked by occlusion. However, there are several drawbacks.
One is the large amount of room space taken up by such a device. In
contrast to front projection on walls which occupies almost no space,
a dedicated surface usually included on a tabletop is neccessary to
operate a rear projection system. It is difficult to narrow down the
space for the table as focal length and field of view of the camera has
to be taken into consideration. Enabling the user to sit at the table
may thus turn out to be difficult. Moreover, the imaging resolution is
limited because the camera view is blurred by the diffuse surface [75].

A viable alternative to the common projection methods has been
developed with SecondLight [26]. The system resembles a rear projec-
tion setup, but uses a switchable diffuser that enables and disables the
diffusing layer in very fast alteration. In the enabled state the first im-
age is projected onto the surface using common rear projection. When
the diffusing layer is disabled, a second image is projected through the
(now permeable) display. The first image remains visible to the human
eye due to the imperceptibly fast switches. This enables a variety of
new applications using the dimension above the display, such as thin
sheets hold above it that provide a different view of the scene projected
on the table surface (see figure 5).

3.4 Navigation
As the screen size of the handheld cannot display the whole back-
ground image and data at once, methods had to be found to cope with
this problem. A well-known approach and the most widely applied
method is scrolling. Scrolling features a static peephole with the con-
tent moving behind it. This technique benefits from the Parks Effect
[48] which describes the storage of image data on the retina when
only a small slit of it is visible at once. However, scrolling is counter-
intuitive to the human mind as it defies spatial memory. The result is
a loss of overview and inefficient navigation [20]. Mehra et al. [36]
have proven that dynamic peephole navigation (moving the peephole
over a static display) is superior to the common static method. Thus,

handhelds that are spatially aware and additionally capable of said dy-
namic interaction aid the human mind in navigation tasks. Rohs et
al. [59] have further distinguished dynamic peephole navigation by
focusing on whether visual context was provided or not. Their user
study shows the higher efficiency of dynamic peephole navigation as
a whole and only a very small difference concerning the existence of
a visual context. This is probably due to the time-consuming switch
of attention between the handheld and the static context on the large
display.

If there is no visual context available, the question arises how you
can locate off-screen objects. Panning is an option, but it is slow and
tedious. Better methods are zooming, halo and the combination of
both. Zooming means that the user can continually adjust the scale
of the screen image and move to the desired object via zoom point-
ing [47] or view pointing. This operation obeys Fitts’ Law [19]. Halo
means that off-screen objects have a shiny circle that barely laps into
the visible screen, thus indicating both direction and distance of the
off-screen object. The drawback of the halo method is an overloaded
screen when there are too many off-screen objects drawing their halo
on the actual screen. The same argument applies for a similar tech-
nique called proxy that shows off-screen objects with a small represen-
tational icon at the margin of the visible screen. Zooming is limited
by the resolution of the screen as distant objects become badly per-
ceptible. Halo and zoom performed best in a user study conducted by
Rohs et al. [58]. It is remarkable that the combination of both did not
produce equal results, probably because users can only focus on one
method at a time and thus have to decide which one to take. Zooming
was also researched in a study of Olwal and Feiner [47] which fea-
tured rubbing, gesture, dragging and buttons as navigation techniques.
While dragging resulted in high error rates, the other three techniques
performed well.

Ballagas et al. [2] analyzed different techniques that can be ap-
plied to the interaction of handhelds and large displays. Positioning
tasks can be managed as continous indirect translation, for example,
by a track pad which allows the user to move a cursor on the remote
display (see [40]). A similar approach are directional step keys. An-
other option is a return-to-zero joystick that controls the velocity of
the selected object or cursor. The operability of this concept has been
proven in a study by Silfverberg et al. [65]. Positioning can also be
done with an accelerometer (allowing navigation by tilting the device)
[4, 52]. Tilt could alternatively be applied to further detail the input
gained with other methods, thus easing and accelerating input [72].
Camera tracking is another option. It can be used in two different
ways: either for continuous indirect translation like in C-Blink [38]
or as direct translation, for example tracking an interactive light pen /
laser pointer [1, 13, 29, 34, 45, 49]. One could also obtain discrete po-
sitioning by making a camera image and selecting the position wanted
on the touch-sensitive screen of the handheld (used, for example, in
Point & Shoot [3]). Adding a sweep mode that compares the relative
motion of successive images leads to a continuous positioning again.
This method also bears the advantage that the user does not have to
point the handheld at the screen anymore nor does he have to watch
the screen of the handheld. He can instead focus on the large display
where the movable pointer resides and use his handheld as a mouse-
like input device.

3D navigation was showcased by the Boom Chameleon [67], a suc-
cessor of the pioneering Chameleon system [17], that used a video
display mounted on a boom to show different views of a virtual scene
depending on the position and orientation of the boom. A different,
more immersive technique was used in VITA (Visual Interaction Tool
for Archaeology) by Benko et. al [8] who visualized an archaeologi-
cal excavation. The user can navigate in the virtual space of the site
by gestures that are tracked via a glove and he can customize the view
with speech commands.

3.5 Other forms of interaction

Besides navigational cues and positioning there are other forms of in-
teraction that prove to be useful. These are orientation, selection, drag
and drop, path, quantify and text.



3.5.1 Orientation

Many of the aforementioned techniques could also be used for orien-
tation. A dedicated button could trigger an orientation mode that can
then be operated using, for example, a velocity-controlled joystick or
a track pad. Point & Shoot provides orientation by rotating the cam-
era around the Z axis. (Augmented Reality) HUD (head-up display)
applications use the orientation of the user himself/herself in the real
world. The Boom Chameleon which can be oriented using its tracked
boom can be seen as an example for such an application.

3.5.2 Selection

A virtual selection mechanism can be invoked by directly selecting the
desired item in the real world. This is often made possible by tagging
those items [70]. You could, for example, select a (tagged) product by
taking it into your hands and/or placing it in a shopping cart and would
then receive information on your tag-reading handheld device. That
has been implemented in various projects like Xerox PARC’s E-tag
project [70], the Metro Future Store [33] and other projects harnessing
RFID, NFC or visual tags to select items such as products [16, 23, 28].
RFID and NFC tags themselves have become inexpensive as of late,
but need special components (RFID/NFC readers) to be read. These
are often expensive and thus seldomly to be found in usual handhelds
not specifically designed for this particular task.

Visual tags (Rekimoto’s CyberCode [54]), in contrast, are cheap to
produce and only need proper visual recognition software to be read.
However, they bear the drawback that reading and processing the im-
age data takes up a considerable amount of time because handheld
devices usually still lack a floating point unit [11]. Additionally, few
storage space is available compared to other tags and the readibility of
visual tags suffers from pollution.

In VITA the user can select items in 3D space by either grabbing
it or pointing at them. Those selections can also be stored in a virtual
tray for later use [8]. A different way is to use the camera of the
handheld to directly pick an object on the large display by making an
image of it [3, 12]. Objects can also be picked by a laser pointer that
might be built into the handheld, followed by a fine-grained control of
the selection on the handheld [39]. Another approach to selection is
the use of speech recognition [44]. The user voices his commands, the
handheld receives them using the built-in microphone, interprets them
using pre-defined patterns and sends the coded commands to the large
display to take effect.

Gesture recognition is another option to select an object. It can be
implemented with any continuous positioning device such as velocity-
controlled joysticks, accelerometers, camera tracked devices or track
pads. Examples are the works of Patel et. al [49, 50] who used a hand-
held’s accelerometric data to authenticate users wanting to view data
on their mobile phone on a public terminal. A sequence of pre-defined
movements was neccessary to successfully authenticate. Another ex-
ample is VisionWand by Cao and Balakrishnan [13] that features a non-
electronic and un-tagged wand. Its postures and gestures are tracked
to provide input such as selection. A more cumbersome and thus not
frequently used method is typing the (previously assigned) character
string name of the object on the handheld’s keyboard. Another option
that is not as cumbersome but inflexible is to assign buttons or func-
tions to objects on a programmed function keyboard. The mechanism
of Point & Shoot – selection via a camera image and an on-screen
cursor – is more common and can also be implemented with differ-
ent controls for the on-screen cursor, be it touch-screen entry, control
through a track pad or other means [3].

3.5.3 Drag-And-Drop

Drag-and-drop combines both selection and positioning. On a usual
tabletop, this action can be performed by pressing the finger on an
item to select it and then making a continuous move to another loca-
tion while keeping the finger on the surface. This is cumbersome and
does not promote certain metaphors like cut & paste or a more flexible
movement independent of the surface. Yee’s Sketchpad [80] offers a
prototypical 2D drag-and-drop feature for spatially aware handhelds

that can be activated by touching an object on the screen with the sty-
lus. To move the object around, the user now has to move the hand-
held itself while still holding down onto the object. It is released again
when the pen is lifted from the handheld display. A different approach
is proposed by Sanneblad and Holmquist who implemented descrip-
tive objects that can be left on a projected map and taken away again
using the handheld device’s GUI [61]. Other works detailing drag-
and-drop techniques include Rekimoto’s HyperDrag [56] and Pick-
and-Drop [53] and Miller’s and Myer’s Synchronized Clipboard [37].

Nacenta et al. [41] offer a comparative study of possible drag-and-
drop methods. These are Pick-and-Drop as implemented by Reki-
moto, Corresponding Gestures, a similar approach that uses gestures
instead of touch, Slingshot, Pantograph that employs forward move-
ment in opposite to a slingshot, Press-and-Flick that features velocity
calculated by pressure and Radar View that paints a little map for exact
placement. The latter, which is suitable for spatially aware environ-
ments, performed best in all circumstances. For other environments
Nacenta et al. suggest to use Pick-and-Drop. In his paper on Peephole
Displays, Yee furthermore proposes a 3D drag-and-drop mechanism
that is invoked by holding the pen on the object representation on the
handheld screen (like in 2D mode) and then lifting the handheld away
from the drawing plane upwards to a clipboard plane that is colored
differently to provide an orientational cue. To paste the object back to
the canvas plane again, the user holds the pen on the object in the clip-
board and pushes his handheld down to the other plane. There (s)he
may lift the pen and the item is released (see figure 3).

Fig. 3. Sketch for a 3D clipboard entailing drag-and-drop [80].

3.5.4 Pathing
Pathing means constituting a sequence of positions and orientations
over time. While its task requirements differ from position and ori-
entation, pathing nonethless ”adheres to the same taxonomy as the
corresponding positioning and orienting techniques” [2]. Use cases
of pathing include the arrangement of navigational instructions or the
specification of a polygon to select an area.

3.5.5 Quantifying
Quantifying describes the input of a number within a certain range
of numbers. This can easily be done with common numerical pads
shipped with standard mobile phones. However, some handhelds do
not offer such an input mechanism, so alternatives have to be found.
These may be objects on the handheld screen that represent numbers
(or rather a numerical pad) or tagged GUI elements that allow numeric
input within a bounded range [57].

3.5.6 Text Input
Finally, text input may also be of concern in many environments. Most
mobile phones offer text input using a mapping (for example, multi-
press or T9) of the input using the numerical pad. Some even offer
small-scale keyboards. The same could also be achieved by offering
a touch-screen with the same approach. Developers have invested a
lot of research in the field of mobile text input and there are numerous
suggestions on how to enhance it, for example, by concurrent chord-
ing technique or using tilt [72, 73]. Other examples are key reassign-
ment based on letter frequency [18, 43], improved methods to input
foreign character sets [32, 31, 66] and adaptations such as track-ball
entry or gestural input for impaired people [7, 77, 78, 79]. Text en-
try could also be managed by writing on the touch-sensitive screen of
the handheld with a stylus (what could then in turn be displayed on
the superimposed display such as a tabletop). As screen real estate



is small on handhelds, this method profits tremendously from spatial
awareness, utilizing a considerably larger canvas by moving the de-
vice along while writing. This technique has been implemented in the
Peephole Doodle Pad [80]. A similar approach is taken in Ubiquitous
Graphics where one can add annotations to a projected map by writing
on the handheld display [61].

Ballagas et al. [3] also mention the scarce use of acoustic and haptic
feedback which might prove as a field of future research.

4 THREE DIFFERENT TYPES OF SUPERIMPOSED DISPLAYS

To showcase the most salient works and thereby provide an impres-
sion of possible applications, the subject shall now be partitioned into
three parts. The portraits may also serve to deepen the specific tech-
niques and technologies applied in the different fields. Please bear in
mind that any criticism shall not detract from the achievements of the
projects presented, but only exemplify improvement opportunities and
exhibit alternatives to the technologies used. First the paper will ex-
pose applications based on touch, then provide insight into past and
recent research addressing interaction beyond the surface and in the
last section it will show applications for superimposed displays in the
domain of augmented reality.

4.1 Touch-Based Interaction

The item most widely covered by research is touch-based interaction.
The user has to place the superimposed display on the surface to have
it recognized, tracked and updated with content. Here, LightSense by
Alex Olwal [46] shall receive an exemplary review.

The system has been dubbed after the gradually distributing ultra
bright LEDs in modern mobile phones equipped with a digital camera
that are employed as readily identifiable active markers. Unlike other
rear projection tabletops this system is not self-contained but is com-
prised of a laptop with attached camera and a diffusing surface. The
second outstanding difference is the use of the diffusing surface – its
purpose is not to display the projection, but to aid the proper moni-
toring of the handheld on the surface. The system’s primary goal is
to provide a solid framework to enable spatial awareness for common
handheld devices and thereby promote interactivity.

Unfortunately, the paper fails to describe the connection process
in depth. It can be inferred though that a connection is initiated by
placing the device on the surface. The system features a Bluetooth
server that subsequently connects to the handheld on the surface. This
process might stir up problems such as ambiguity if more than one
device is in range. So far, LightSense does not provide a solution
for this issue, yet Olwal mentions that tracking of multiple devices
and disambiguation might be introduced by time division multiplex-
ing and controlling the LED of the device. This suggestion reminds
of BlueTable’s vision-based handshaking. Currently most handhelds
do not allow programmable control of the LED which is detrimental
to this solution if the system is aimed to include as much handheld
devices as possible.

The handheld is tracked by locating its light source on the diffus-
ing surface (see figure 4). The aforementioned camera monitors the
surface from the back. Its images are filtered to a binary state and oth-
erwise processed to exclude noisy regions. The algorithm then tries
to fit an ellipsoid around the remaining pixels in the resulting image
whose center marks the position of the handheld. The distance from
the surface may also be inferred by adapting the filters to more blurry
lightspots indicating a light source further away from the surface. Ol-
wal achieved a discrete ten-grade scale to measure depth, so contin-
uous tracking only works in two dimensions. This might actually
classify the project at hand as an application harnessing the dimen-
sion above the surface (and it de facto does that concerning zooming).
However, such a discrete scale judged by luminance already prompts
image processing algorithms with problems as disambiguation reaches
its limits. Further confining obstacles in that respect accrue from am-
bient light. Olwal tries to circumvent this issue by providing manual
calibration and tweaking at runtime. LightSense also employs a sec-
ond means to track the device: ubiquitous sensing tags. It does not rely

on RFID or NFC for that purpose (as did, for example, Touch & Inter-
act by Hardy and Rukzio [23]), but adopts Light Dependent Resistors
(LDRs) interfaced with a microcontroller. Olwal’s fond criticism of
the radio-based technologies (large tag size, discrete nature, inconsis-
tencies due to overlapping and sensitivity to surrounding tags) might
best be comprehensible observing that LDRs come in handy for the
specific setup with light recognition, but they are probably not suitable
for other tracking options.

There is no projection present in LightSense. A physical subway
map is used to showcase the technology. When the user hovers the
handheld over a station, its screen shows the station’s periphery. The
handheld thus serves as a peephole and according navigation is pro-
vided. The zoom feature proposed by Yee [80] – zooming by changing
the distance between the handheld and the surface – is implemented
additionally. It is also remarkable that audio and vibrotactile feedback
are integrated to playback the names of stations or indicate subway
lines. This can help impaired users tremendously – a group of cus-
tomers that often goes unnoticed by other projects.

Regarding other forms of interaction aside of navigation, the paper
proposes to use multiple cameras to detect orientation judged by light
intensity. However, the devices would need an elongated light source
or more than one LED to detect their orientation on the surface plane
by shape analysis. Tilt could be detected by using the handheld’s own
camera to look for reflections of its light.

Selection is not genuinely supported. It may be deemed sufficient
to ”select” a station by hovering over it, but more sophisticated imple-
mentations cannot be found. Still, they are imaginable, for example,
a user could be enabled to select stations to get information for the
trip such as costs or even the ticket. This would also be a possible
implementation of pathing which is equally not offered. Another ex-
ample would be to view the adequate subway timetable. Moreover,
drag and drop is not featured. This is not surprising as the surface
remains static and only the handheld shows interactive content (remi-
niscent of the focus + context metaphor [6] mentioned earlier). Other
interactive techniques such as quantify and text are also not provided.
An option to enrich the application would have been to allow anno-
tations for the subway stations or surroundings as it is supported, for
instance, by Ubiquitous Graphics [61].

Fig. 4. Tracking of the handheld using its LED [46].

4.2 Beyond The Surface
Several projects have attempted to get rid of the constraints of touch-
based interaction which narrows interaction to the flat surface. The
impetus therefore was to conquer the dimension above the surface.
Reliable techniques are still scarce, but some ways to overcome the
former constraints have been shown in a few recent papers. This sec-
tion shall detail the ambitious SecondLight project [26].

This work received by Izadi et al. its name from the switchable
diffuser that once projects an image on the diffusing surface and is
alternately permeated by a second image by shortly switching off the
diffusing layer. The second image may then be captured by layers or
other diffuse objects above the surface. The diffuser itself is comprised
of electronically controllable liquid crystal material that allows rapid
switching as fast as neccessary to prevent flickering. Two independent



projection channels can be thus be harnessed properly. This allows
for applications that benefit from spatial awareness and magic lenses
as envisioned by Bier et al. [10]. SecondLight provides an example
where a superimposed translucent sheet of diffuse film unveils the in-
nards of a car shown on the context display (see figure 5). Another
example is a star map on the tabletop and the mobile surface showing
constellations in the superimposed area.

Connecting to devices above the display is not genuinely supported.
Tracking, however, is a strong point of the system. Adopting Han’s
pioneering work [22], it employs frustrated total internal reflection
(FTIR) to detect fingertips or others objects touching the surface. Ad-
ditionally, IR reflective objects can be detected in the clear phase using
diffuse illumination. Visual markers or sophisticated recognition algo-
rithms may be an option here. Diffuse illumination is also a solid way
to infer depth cues as objects further away from the surface become
blurred gradually. Layers like the depicted film in the exemplary fig-
ure (5) are tracked by monitoring four distinctive points on the layer.
This can be achieved with diffuse IR illumination and passive markers
reflecting the infrared light. Izadi et al. used active markers instead as
the aforementioned technique produces noisy results.

SecondLight employs rear projection for both images enabling a
self-contained system. Two projectors are used that operate at 60 Hz
and are blocked alternately by optical shutters that utilize the same
technology as the switchable diffuser (ferroelectric liquid crystal).
This entails the unique feature of projecting an image beyond the sur-
face onto a mobile layer. This layer may also be moved, tilted or
otherwise modified and the contained image remains the same since
projective transformation is applied.

The system offers navigation like other peephole-based projects:
the image is continuously ”updated” on the mobile display while it
resides in the area above the context display. As the second image is
always projected into the space above the surface, spatial awareness of
the handheld is naturally inferred and does not have to be computed
which greatly reduces complexity. Furthermore, navigation may also
happen on the mobile surfaces as multi-touch input on them can be
sensed using IR. Orientation is detected by an inside-out approach,
namely monitoring the four edges of the mobile surface. While this
may seem like a simple approach, one has to bear in mind that each
handheld device has to be equipped with markers. This adds complex-
ity and especially inflexibility to the system as translucent layers can-
not be used to full extent on the fly. Selections on the tabletop surface
are monitored by a common multi-touch detection algorithm. On the
mobile surfaces they can be detected by the already mentioned multi-
touch input. This is an interesting feature considering that works that
enable distant selections are still scarce. The system offers zooming
by changing the distance between mobile layer and surface, a tech-
nology we already witnessed in LightSense [46] and Yee’s projects
[80]. Drag and drop, however, is not supported. The same applies for
pathing, quantify and text. Aside from gesture-based input adopted
from TouchLight [74], this lack of interactive features may be a source
for future work based on SecondLight or its proposed technology.

Fig. 5. Beyond-the-surface projection with a switchable diffuser [26].

4.3 Augmented Reality
While both touch-based interaction and beyond-the-surface interaction
mostly happen on either tabletops or walls superimposed by a hand-
held device, augmented reality follows a different paradigm: the real
world serves as the large display that is visually enriched by HUD ap-
plications. The Simulated Augmented Reality Windshield Display by
Kim and Dey [27] shall serve as the example of choice.

As the name indicates, the prototype only features a simulated en-
vironment. Scientific research papers on this topic are hard to find.
Sato et al. [62] is probably the most similar realization; other works
paved the way for the project at hand. Aside of that, several com-
mercial proof-of-concept implementations have already been tested 1.
Use cases are viewing car-based information such as speed or fuel
level, surroundings such as sights or petrol stations or providing navi-
gational cues and aid for elder drivers as envisioned by the Simulated
AR Windshield.

Applying the theory mentioned above, first one notices first that
augmented reality applications demand different views on connection
and tracking. This paper will not dwell on ”tracking” reality, but only
refer to sources that cover the subject in depth [11, 25, 42, 64]. While
other projects use a head-mounted display (for example, VITA [8] or
Wearable Virtual Tablet [68]), this application projects its images onto
the windshield of a car. This method entails the advantage that no
bothersome device has to be worn while information is still integrated
seamlessly into the user’s field of view. However, it also evokes con-
cerns if this projection might not distract the driver from his cardi-
nal tasks. These objections are soothed by user study conducted by
Kim and Dey which provides the result that in fact the system reduces
divided attention because the driver does not have to change his fo-
cus between interior displays and the street anymore. It is reported
though that some users interpreted the system’s highlighted route of
navigation as a admission to cross intersection regardless of poten-
tially prohibitting traffic lights. This observation may incite future de-
velopments that allow communication with infrastructure such as said
traffic lights. The paper does not feature a specific projection method,
but only assumes that the particular problems arising from projection
on curved glass planes and intertwining of reality and windshield dis-
play ”will be addressed in the near future by other researchers” [27].
Concerning the projected image, it proposes a 2D bird-view image of
the roads ahead that continually slides down into view as the car pro-
gresses (see figure 6).

Fig. 6. AR windshield displaying a map to aid navigation [27].

Absolute positional data for this case can be acquired via GPS or
similar location-based services. This can be deemed enough for the
intended purpose concerning spatial resolution. Orientation may be
inferred either passively by direction of movement – which is the com-
mon way used in today’s car navigation systems – or actively by in-car-
monitoring of the movement. Selecting something on the screen is not
featured in this project. This is not surprising as the windshield shall
only serve as a passive screen showing information and not animate the
driver to be distracted by interactivity. In other circumstances, how-
ever, such a feature is likely to prove useful. Implementations can be

1http://www.youtube.com/watch?v=kzLK6UnQcnU
http://www.mvs.net/
http://www.youtube.com/watch?v=tA8VZUqo6FQ



observed in the aforementioned papers on augmented reality projects.
The same applies for drag and drop as well as quantify. Pathing is ob-
viously a strong point of the system and is inferred by the GPS data.
An interesting additional feature would be interactive route planning
on the windshield screen, but input may emerge as a obstruction in
this regard. Moreover, text entry may be enhanced with little effort.
Given an interactive screen, it is perfectly feasible to enter text, for
instance, to remember taverns offering delicious food. Interactivity
should, however, be limited to times when the engine is stopped.

Only this specific paper has been reviewed as delving into aug-
mented reality as a whole would exceed this paper by far. For a com-
prehensive aggregation of research please refer to Bimber and Raskar’s
Modern approaches to augmented reality [11].

5 CONCLUSION

A profound overview has been given of the different fields where su-
perimposed displays can be applied. It is apparent that these are touch-
based interaction, use of the dimension beyond the surface and appli-
cations in the domain of augmented reality. The technologies necces-
sary to achieve superimposed views have been detailed. There are the
issues of connecting the devices (...) and tracking the mobile hand-
helds (...). The process of projecting an image on the large display and
mapping the large image onto the small display has been depicted. A
promising approach in this matter is the introduction of a switchable
diffuser that facilitates the use of the dimension above the surface to
display additional information. Different options to enable navigation
as well as other interactive tasks such as selection or orientation have
been presented. Furthermore, insight has been supplied on what dif-
ficulties are still there for developers. Several constraints were men-
tioned that yet prevent a breakthrough of the aforementioned technolo-
gies to everyday life. Impediments that need to be overcome remain
especially in the area of connection, smooth tracking and rich and co-
herent interaction.

With the dissemination of mobile phones, a new age of ubiquitous
computing is dawning. This prospect bears countless possibilities for
new innovative applications in this domain. This paper has hope-
fully provided a starting point for developers looking for preceding
and compelling works in this thriving new field of research.
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with mobile devices: virtual versus physical movement with and without

visual context. In ICMI ’07, pages 146–153, New York, NY, USA, 2007.

ACM.

[60] E. Rukzio, K. Leichtenstern, V. Callaghan, A. Schmidt, P. Holleis, and

J. Chin. An experimental comparison of physical mobile interaction

techniques: Touching, pointing and scanning. In UbiComp ’06, pages

87–104, Berlin / Heidelberg, 2006. Springer.

[61] J. Sanneblad and L. E. Holmquist. Ubiquitous graphics: combining hand-

held and wall-size displays to interact with large images. In AVI ’06,

pages 373–377, New York, NY, USA, 2006. ACM.

[62] A. Sato, I. Kitahara, Y. Kameda, and Y. Ohta. Visual navigation system

on windshield head-up display. In Proceedings of 13th World Congress
on Intelligent Transport Systems, 2006.

[63] D. Scott, R. Sharp, A. Madhavapeddy, and E. Upton. Using visual tags to

bypass bluetooth device discovery. SIGMOBILE Mob. Comput. Commun.
Rev., 9(1):41–53, 2005.

[64] S. Scott-Young. Seeing the road ahead: Gps-augmented reality aids

drivers. GPS World, 14(11):22–28, 2003.

[65] M. Silfverberg, I. S. MacKenzie, and T. Kauppinen. An isometric joystick

as a pointing device for handheld information terminals. In GI ’01, pages

119–126, June 2001.

[66] Y. K. Thu and Y. Urano. Positional mapping: keyboard mapping based

on characters writing positions for mobile devices. In ICMI ’07, pages

110–117, New York, NY, USA, 2007. ACM.

[67] M. Tsang, G. W. Fitzmaurice, G. Kurtenbach, A. Khan, and B. Buxton.

Boom chameleon: simultaneous capture of 3d viewpoint, voice and ges-

ture annotations on a spatially-aware display. In UIST ’02, pages 111–

120, New York, NY, USA, 2002. ACM.

[68] N. Ukita and M. Kidode. Wearable virtual tablet: fingertip drawing on a

portable plane-object using an active-infrared camera. In IUI ’04, pages

169–176, New York, NY, USA, 2004. ACM.

[69] B. Ullmer and H. Ishii. The metadesk: models and prototypes for tangible

user interfaces. In UIST ’97, pages 223–232, New York, NY, USA, 1997.

ACM.

[70] R. Want, K. P. Fishkin, A. Gujar, and B. L. Harrison. Bridging physical

and virtual worlds with electronic tags. In CHI ’99, pages 370–377, New

York, NY, USA, 1999. ACM.

[71] M. Weiser. Some computer science issues in ubiquitous computing. Com-
mun. ACM, 36(7):75–84, 1993.

[72] D. Wigdor and R. Balakrishnan. Tilttext: using tilt for text input to mobile

phones. In UIST ’03, pages 81–90, New York, NY, USA, 2003. ACM.

[73] D. Wigdor and R. Balakrishnan. A comparison of consecutive and con-

current input text entry techniques for mobile phones. In CHI ’04, pages

81–88, New York, NY, USA, 2004. ACM.

[74] A. D. Wilson. Touchlight: an imaging touch screen and display for

gesture-based interaction. In ICMI ’04, pages 69–76, New York, NY,

USA, 2004. ACM.

[75] A. D. Wilson. Playanywhere: a compact interactive tabletop projection-

vision system. In UIST ’05, pages 83–92, New York, NY, USA, 2005.

ACM.

[76] A. D. Wilson and R. Sarin. Bluetable: connecting wireless mobile devices

on interactive surfaces using vision-based handshaking. In GI ’07, pages

119–125, New York, NY, USA, 2007. ACM.

[77] J. Wobbrock and B. Myers. Trackball text entry for people with motor

impairments. In CHI ’06, pages 479–488, New York, NY, USA, 2006.

ACM.

[78] J. O. Wobbrock, D. H. Chau, and B. A. Myers. An alternative to push,

press, and tap-tap-tap: gesturing on an isometric joystick for mobile

phone text entry. In CHI ’07, pages 667–676, New York, NY, USA,

2007. ACM.

[79] J. O. Wobbrock and B. A. Myers. Gestural text entry on multiple devices.

In Assets ’05, pages 184–185, New York, NY, USA, 2005. ACM.

[80] K.-P. Yee. Peephole displays: pen interaction on spatially aware handheld

computers. In CHI ’03, pages 1–8, New York, NY, USA, 2003. ACM.



Superimposed Displays

Sascha Gebhardt

Abstract— This paper gives a short overview over the current state of science around the field of superimposed displays. There
will be two major sections. The first one is presenting technologies that can be used to realize spatial awareness, what is a very
important feature around the superimposing of displays. The second one is presenting various possibilities of superimposing displays,
realized by various different scientists. It is split up into three main sections: virtual superimposing, distant superimposing and direct
superimposing.

Index Terms—superimposed displays, tabletop, wall-display, handheld, multi-touch, tracking, spatial awareness

1 INTRODUCTION

Several different kinds of displays are used today, from small mobile
phone displays, up to very large wall-sized displays everything is pos-
sible. There are quite a lot technologies, that can be used to real-
ize displays, like CRT-, LCD-, Plasma-, OLED-screens or front- or
rear-projecting LCD- or DLP-projectors. All of these different display
variants have advantages, due to whom they have the right to exists.
These advantages can be low production costs, robustness, longevity,
low energy consumption, high contrast or brightness, high viewing an-
gles, low weight, high resolution and so on. By combining different
kinds of displays, or multiple displays of the same kind, some of these
advantages can be enhanced or new advantages can be created. So for
example two LCDs can be placed next to each other to gain a higher
desktop resolution, if the corresponding computer supports it.

Another possibility of the combination of displays is superimpos-
ing them. Superimposed displays can be useful for various purposes:
realizing focus and context techniques, augmentation, handling large
amounts of complex data or enhancing the local or overall display res-
olution. This paper is about to give an overview over the current state
of science in the field of superimposed displays.

It will be split up into two major parts: at first it will shortly
present a selection of different tracking technologies, that enable spa-
tial awareness, what often is an essential feature to realize superim-
posed displays. After that the main part will follow, which will, one
after another, cover the three main categories amongst superimposed
displays, which are virtual superimposing, distant superimposing and
direct superimposing of displays. Finally a short conclusion will be
given.

2 TRACKING TECHNOLOGIES

An important feature for the realization of superimposing physical dis-
plays is spatial awareness. That means, that the relative positions of
the superimposed displays to each other must be known. This sec-
tion will give a short introduction on how this spatial awareness can
be realized. The first solution gains the spatial awareness of a mobile
phone by optically tracking the positions of it’s photo light. The next
technique is to track a display on top of another with a camera that is
mounted in front of both of the displays. After that we will present a
technique of tracking a device on top of a multi-touch table by gener-
ating a unique pattern of touch-points. Finally we will have a look on
tracking by applying and identifying objects with the use of markers.

2.1 Tracking with the Photo Light of a Mobile Phone
Alex Olwal presented it’s LightSense [14] technology. It realizes spa-
tial awareness of a mobile phone, by enabling it’s photo light and opti-
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cally tracking the position of the light blob. He presents two different
solutions on how this tracking can be realized.

The first one is continuous tracking for tables and walls. Here he
places a camera behind a diffusion surface (like a multi-touch table)
and tracks the light blob that is generated by the photo light with a
camera by applying several image filters like thresholding, noise re-
duction and fitting. In the result he detects an ellipse, whose center
is the actual position of the photo light. Additionally, by analyzing
the intensity and size of this ellipse, information about the distance of
the mobile phone to the surface can be gathered, though only discrete
values are obtained.

The second solution is inspired by Radio Frequency Identification
(RFID) Near Field Communication (NFC) tags and is meant for ap-
plications, that do not benefit from continuous tracking: the so called
hotspot-tracking. To realize this, Olwal placed several Light Depen-
dant Resistors (LDRs) in strategic positions behind a diffusion surface.
The LDRs are connected to a micro controller and their voltage level
is delivered to the mobile phone by Bluetooth. The mobile phone can
then calculate it’s position above the surface.

An advantage of the solutions in LightSense [14] is, that no hard-
ware modifications need to be done to the mobile phone and that the
second solution can be used with rather thin surfaces, without any vis-
ible tracking technology. On the other hand, missing orientation infor-
mation are a rather large handicap.

2.2 Tracking with a Front-Mounted Camera

Andrew Wilson presented PlayAnywhere [17] and based on it
BlueTable [18], who both use tracking with a camera that is mounted
in front of a front-projected surface. In PlayAnywhere he presents
several tracking and recognition algorithms that apply to various dif-
ferent demands. A shadow-based touch detection algorithm was im-
plemented as well as a fast, simple visual bar code scheme, the ability
to track sheets of paper and an optical flow-based algorithm for the
manipulation of onscreen objects that does not rely on fragile track-
ing algorithms. The bar code and paper sheet trackings can be used to
realize virtual displays on top of the front-projected surface.

In BlueTable [18] he presents a vision-based handshaking process
between the front-projected surface already presented in PlayAny-
where and a mobile phone. The spatial awareness of the phone is real-
ized by visually recognizing phone-like objects and identifying them
with the aid of the Bluetooth and Infrared Data Association (IrDA)
communication ports or the mobile’s display. The BlueTable asks
the phone to blink it’s IrDA port or it’s display with a specific code.
This blinking is then recognized by the camera, and the handshaking-
process is finished. From now on the phone-like shape is associated
with a specific phone and spatial awareness is established.

A quite nice feature of PlayAnywhere is, that the projection and
tracking hardware is combined in one mobile unit. As well PlayAny-
where as BlueTable offer 2D tracking with oriantation information but
are vulnerable to objects blocking the line-of-sight from the camera to
the tracked object.



2.3 Tracking by Generating a Pattern of Touch Points

In iPodParty [8] a tracking approach was presented, that is based on
the generation of a unique pattern of touch points. Tracking carriages
were mounted to iPod touches, that generated unique patterns of three
touch points on the surface of a Frustrated Total Internal Reflection
(FTIR) [9] multi-touch table. Two different kinds of carriages were
invented: a heavy weighted one which generated touch points by pres-
sure and an electrical one which sent infrared light through the surface
of the multi-touch table to generate the touch points. With these pat-
terns an iPod touch could be identified distinctly and it’s position and
orientation to the table could be calculated.

Benefits from this approach are, that the tracking itself is quite
cheap on the computational side, though the general touch recogni-
tion has computation costs. The need to mount rather big tracking
carriages is a disadvantage on the optical and haptic side.

2.4 Tracking Objects with Markers

Another approach of tracking objects is to place visual markers on
them, to identify and track them. Markers usually are unique black
and white or colored patterns. Examples for projects/papers concern-
ing marker tracking are [6, 17, 2, 11, 13, 1]. Problems with markers
are, that they usually do not look very nice and that they need a quite
constant light as well as a sufficient optical resolution to work properly.
But if acceptable light conditions are present and the tracking optics
have enough resolution and are near enough, they make a reliable and
robust tracking possible.

2.5 Comparison of the Different Tracking Technologies

All of the technologies that were presented in this section work basi-
cally, but all of them have their very own advantages and disadvan-
tages. The quality of a tracking system can be judged in four main
categories: robustness to external influences, tracking dimensions, the
computation needs as well as the hardware modifications, that need to
be done.

All of the tracking technologies presented here are robust under a
laboratory environment, but due to the fact that all of them are optically
based systems, extreme light variations could probably harm their ro-
bustness. For example iPod Party [8] would hardly work when placed
outside on a sunny day where clouds pass the sun, because these light
variations would be simply too intense for the tracking. PlayAnywhere
[17] and BlueTable [18] are also sensitive to occlusion of the objects
to track, because of the front mounted camera, that needs line-of-sight
to track objects.

There are seven possible dimensions of tracking: 2D-position on
a surface, distance and 1D-orientation on a surface or 3D-orientation
above a surface. The only solution that covers all of the possible di-
mensions are SecondLight [10] and the ARToolKit [1]. LightSense
[14] tracks a mobile phone with it’s 2D-position on a surface and a
discrete 1D-distance but does not gain any orientation information.
PlayAnywhere [17], BlueTable [18], iPod Party [8], reacTIVision [2],
reacTable [11] and the Microsoft Surface [13] are capable of tracking
mobile devices or markers with their 2D-coordinates and orientation
information. Constanza’s adjacency tree approach [6] is capable of
tracking markers only with 2D-coordinates.

The computational needs, that are necessary to realize spatial
awareness, vary from solution to solution. Generally, technologies,
that involve image processing, are computationally expensive, though
all of the solutions presented here run with at least 30fps. Only the
hotspot tracking in BlueTable [14] and the general idea of tracking
with a pattern of touch points in iPod Party [8] do not need lots of
computational power.

The only tracking solution that needs greater hardware modifica-
tions is iPod Party [8]. Here a tracking carriage is needed that changes
the optic and haptic of the device, that is going to be tracked. If the
marker approaches are used for the tracking of devices, markers must
be placed on them. But this can be done inconspicuously, for exam-
ple on the bottom of the device or by the use of invisible (for example
infrared) markers.

3 SUPERIMPOSED DISPLAYS

This section will present different variants of superimposed displays.
We figured out three main categories, superimposing of displays can
fall in: virtual superimposing, distant superimposing and direct su-
perimposing. These categories and the most important parts of work
falling into them will be presented now.

3.1 Virtual Superimposing
Virtual superimposing means, that physically only one display is avail-
able, but with this several virtual displays are created, that can then
be superimposed. Firstly different variants of superimposing on one
screen will be presented. Then we will have a look on virtual superim-
posing with Magic Lenses in Augmented Reality (AR) environments.
The last topic of this section are images, that are projected through an
electronically switchable diffuser, thus giving the possibility to create
multiple virtual displays.

3.1.1 Virtual Superimposing on One Screen
Superimposing on one screen has been realized since the first window-
based user interfaces came up. Each window in such a User Interface
(UI) contains different content, and can be moved, be sent to back
or brought to front. Such a window can be seen as a virtual screen.
When these windows are occluding each other, this is a primitive way
of superimposing. It is primitive in that way, that the single windows
are usually independent from each other and do not influence each
other. Special cases of this kind of superimposing displays are vir-
tual machines or remote desktop applications, where displays that are
usually meant to be displayed on a own screen are encapsulated in a
window and so the contents of multiple physical displays are virtually
displayed and superimposed on only one physical display.

Another way, how superimposing on one screen can be used are
Magic Lenses. The first definition of a magic lens was given by Bier
in 1993: “A Magic Lens filter modifies the image displayed on a re-
gion of the screen, called the viewing region, by applying a viewing
filter to objects in a model.” [3] That means, that filters can be ap-
plied to specific regions on the screen, that can be used for different
purposes. The example in figure 1 shows a knotwork image with two
different overlapping Magic Lenses applied, that stack in the region
where they are overlapping. As shown later on the principle of Magic
Lenses can also be ported to multiple displays or AR. There physical
displays can be superimposed, both displaying the same image. Then
on one display a filter is applied (This could be a visual filter, an x-ray
vision or any filter that augments the underlying image with additional
information).

Fig. 1. An achromatic lens over a drop shadow lens over a knotwork. [3]

3.1.2 Virtual Superimposing with Magic Lenses in AR
Looser et al. [12] presented a new type of 3D tangible Magic Lens in
the form of a flexible sheet, like seen in figure 2. The idea is to create
a virtual Magic Lens, that can be controlled by one or two physical
handles. With one handle it works like a usual Magic Lens, provid-
ing filtering of different types of data. Using two handles, the size
and shape of the lens are given implicitly by the position and orien-
tation of the handles. With two handles a variety of different dual



Fig. 2. Flexible Tangible AR Magic Lens. [12]

handle postures can control different user interactions. The postures,
that were implemented are stretching, fanning, bending, and twisting,
which can be realized by moving and rotating the two handles. The
pose recognition was implemented using an artificial neural network,
to whom the different poses could be trained.

Different applications were implemented to test different interac-
tion scenarios. A geographical information system, where a 3D vir-
tual globe is shown and the Magic Lens can be used to explore dif-
ferent types of data, that can be switched with a bending pose. The
data layer that is shown can be selected by the amount of bending giv-
ing the user a rapid access to all available layers. Another one is an
application, where the interior of physical objects can be shown and
exploded for example by performing a stretching pose.

In the geographical information system, in one AR view the globe
is displayed, while a virtual display – the Magic Lens – is brought over
it to show additional information in different layers.

3.1.3 Projection Through an Electronically Switchable Diffuser

In 2008 Izadi et al. presented SecondLight [10]. It is a surface technol-
ogy, where all features of rear projection vision systems are included,
extending them for the capability of projecting through the projection
screen (see figure 3). The projection surface of the SecondLight table

Fig. 3. SecondLight. [10]

is an electronically switchable liquid crystal material similar to that
used in ‘privacy glass’, which can be switched between transparent and
diffuse states. When transparent the material is clear like glass. When
diffuse the material has a frosted appearance, like usual rear-projection
surfaces and light, that passes through in either direction will scatter.
In SecondLight this material is used as a rear-projection screen. This
gives the system the ability to project on the surface, when the diffuser
is in diffused state or to project through it, when it is in clear state. The
diffuser is switched between clear and diffuse state at 60Hz with equal
time periods for both states. This way it is possible to project on and
through the diffuser at the same time. Therefor two off-the-shelf pro-
jectors were used with optical shutters attached, that are in sync with
the diffuser so that all the time one shutter is clear, while the other one
blocks light. This way one projector always projects on the diffuser,
when it is diffused, while the other one projects through it, when it is
clear.

For interaction two cameras are used, that both have IR-filters at-
tached to only monitor IR-light. Both diffuse and FTIR IR light

sources are used in conjunction with the first camera to sense mul-
tiple fingers and other objects. This camera grabs images when the
switchable diffuser is in diffuse state. The other camera only grabs
images when the diffuser is in clear state, to be able to see far beyond
the surface.

With this setup it is now possible to work like with a usual FTIR or
Diffused Illumination (DI) multi-touch table, but extended among fea-
tures of projecting through the surface. Like seen in figure 3 it is pos-
sible to project on diffuse sheets of paper, lying on top of the surface
or even held behind it, making them virtual displays. Theses virtual
displays can then be superimposed on the surface or on each other, for
example to augment the images on the surface or give kind of x-ray
vision through them thus turning them into a magic lens. Multi-touch
interaction can also be made possible above the SecondLight table.
Therefor an activeley tracked transparent surface can be used. It needs
an own battery-powered IR light source to realize multi-touch input on
it’s surface, that can be sensed through the SecondLight surface.

Though SecondLight does not superimpose real physical displays,
a tangible variant of virtual superimposing displays was created, that
has a nearly invisible technology and a very natural feeling. And even
if the basic technology is not really cheap, due to the fact, that multiple
beamers, cameras and electronic shutters/diffuers are needed, it can be
expanded with additional virtual (multi-touch) displays at nearly no
costs.

3.2 Distant Superimposing
Distant superimposing means, that there are two or more physical dis-
plays available, that are superimposed while having a certain distance
to each other. In this section we will present Shoot and Copy by Bor-
ing et al. [4] as well as Magic Lenses for AR Environments by Brown
et al. [5].

3.2.1 Acquiring Information from Public Displays
Boring et al.’s Shoot & Copy [4] (see figure 4) is a system, that en-
ables phonecam-based information transfer from public displays onto
mobile phones. The project’s motivation is the following. Large elec-

Fig. 4. Shoot and Copy. [4]

tronic displays become increasingly affordable and can thus be found
in more and more public places. The problem is, that people hardly
remember information, that they see on those public displays. Here
Shoot & Copy hooks in. It is a system, that gives the user the ability
to transfer information from a public display to his personal mobile
phone. This is done, by just taking a photograph of the information
of interest. The application evaluates, which piece of information was
photographed and transfers the desired information to the user’s mo-
bile phone. At this, the system does not rely on visual codes, but it
identifies the arrangement of icons on the screen and uses it to identify
which piece of information was photographed by the user.



In the paper a fully functional prototype was presented, that was
used to evaluate the new interaction technique. The mobile phone that
was used for this purpose was a Sony Ericsson K800i with a camera
resolution of 3.2 megapixels. The communication between the mobile
phone and the server takes place by either GPRS or Bluetooth. The
application is split into two major phases: the capture phase and the
access phase. Within the capture phase the user identifies the desired
information by taking a picture of it. Then a URL which points to the
desired information is transferred to the users mobile phone. In the
second phase, the access phase, the user can connect the mobile phone
to a PC. There he can browse the URLs of the information he pho-
tographed and access them with a usual web browser. Alternatively
he can also access certain information directly with the built-in web
browser of the mobile phone.

The application was evaluated with 28 participants at an age be-
tween 18 and 47. The results of the study were the following: 82%
said they would use Shoot & Copy if it were available. Almost all par-
ticipants said that scanning and retrieving information displayed on
public screens would be of interest for them. All of the users were
able to use the application after a short explanation of the camera’s
capabilities. The users also felt comfortable while using the system.
Also privacy in an interesting point to a system like the presented one:
The users stated that everybody in the environment could see that they
are capturing information. The regarded that nobody could see which
one has been photographed.

3.2.2 Distant Superimposing in AR Environments

In section 3.1.2 virtual superimposing with the aid of AR was pre-
sented. Now Brown et al. with their Magic Lenses for Augmented
Virtual Environments [5] shall be discussed. It superimposes different
physical displays as Magic Lenses in an AR space. The display setup
presented within this work describes a wall sized room display, a work-
bench display (the so-called World in Miature or WIM) and two differ-
ent kinds of Magic Lenses: a handheld Magic Lens and an embedded
Magic Lens. The handheld device is a mirror-like, movable prop with
a 5" inset surface serving as the presentation window. Spatial aware-
ness is realized with an Ascension tracker, that provides position and
orientation information of the device relative to the workbench refer-
ence. It is equipped with some controls to make interactions beyond
moving and rotating possible (for example context switches or alter-
ing zoom levels). The second lens interface decouples the physical
interface components used for data inspection and Point of interest
(POI) selection. A large 14" inspection window, is attached directly
to the workbench and remains stationary throughout operation. The
focus window is disjoint from and situated to the right of the WIM.
POIs can then be selected from the WIM interface by using a cordless,
physical prop called a selection icon. ([5], p. 6)

Two testbed applications are presented: Aztec Explorer and
Anatomy Explorer, that simulate probable applications in urban plan-
ning and medical training. Aztec Explorer lets users explore an ancient
Aztec city. The Scape room display, how the wall sized room display
is called, presents the life-sized, highly detailed city while the work-
bench houses a corresponding low-detail WIM interface. The Magic
Lens devices serve as a bridge between these dual scales and perspec-
tives. Anatomy Explorer allows the inspection of the interior of the
human torso and abdomen. The workbench displays a life-sized view,
while the room display presents a corresponding molecular fly-through
view. This application provides exciting augmentation capabilities, as
users can overlay the data sets onto an actual human patient, simu-
lating a composite 3D augmented view into that persons body. The
handheld Magic Lens can be used by the user to peer inside the per-
son’s physical body. Organs can be inspected closely with the aid of
the zoom feature, while a clipping plane can be used to selectively cut
away occluding organs. The filtering mode can be invoked to turn var-
ious organ systems on or off. These two applications can be seen in
figure 5.

The setup was evaluated with five students, who had two find three
markers, that were hidden in the Aztec Explorer scene and though not
occluded from the students field of view, were so small, that a Magic

Lens was needed to find them. The markers had a letter imprinted on
them, the students had to identify. The result was that the students pre-
ferred searching with the handheld Magic Lens because it was faster
and more intuitive to use, but preferred the embedded Magic Lens for
reading the imprint, because it did not suffer so much from hand jitter.

Fig. 5. Left: exploring temples in an ancient aztec city. Right: exploring
the anatomy of a human torso and abdomen. [5]

3.3 Direct Superimposing
Direct superimposing means, that two or more displays are superim-
posed directly on top of each other, thus touching each other or having
a very low distance to each other (not more than one or two centime-
ters). Three different ways of direct superimposing will be discussed
now. Firstly a look on the applications that came with LightSense [14]
will be taken. These superimpose a mobile phone on a static map.
Following that, two different works regarding the superimposing of
displays to enhance the local display resolution will be presented. The
last thing is superimposing of displays to enhance the overall display
resolution, what can be realized by superimposing the displays of sev-
eral projectors in a multi-projector environment.

3.3.1 Direct Superimposing to Augment Static Maps
The LightSense [14] tracking technique was already introduced in sec-
tion 2.1. Now we will have a look on the applications, that were also
presented in [14] (see figure6).

Fig. 6. Left: a wall-mounted map with embedded light sensors provides
hotspot tracking. Right: physical map of the Stockholm subway is aug-
mented with digital content. [14]

The first application, that was presented, augmented a physical map
of the Stockholm subway with digital content in a focus and context
fashion. The system is able to identify the closest station to the device.
Then it can provide the user with a local map for the station’s sur-
roundings. It also gives him the ability to zoom in and out by varying
the distance of the phone to the physical map. The potential to use this
application to aid disabled people, like vision impaired users, is also
given. Therefor the mobile phone can be used as a scanning device,
that aids users in following a certain subway line, by giving vibrotac-
tile feedback. When the user looses contact to the a subway line, he is
exploring, the phone starts vibrating. The names of stations, the phone
moves over, can be played back via the ear phones and it would also
be possible to read out colors for color blind users. Non-disabled users
could use this application as a personal magnifying glass. The appli-
cation uses techniques according to Yee’s Peephole Displays [20] or



the work of Fitzmaurice [7]. Olwal sais: “The device acts as a view-
port into a large image, for example and as the user moves the display
around, different portions of the larger image will be seen.” ([14], p.
121) LightSense units could be used as ubiquitous guides in such a
way, that traditional media, like posters, could be equipped with LDR
sensors and so giving them the ability to serve additional information,
when a mobile phone is superimposed to them.

3.3.2 Superimposing Displays to Enhance Local Resolution

Two displays with different dimensions and different spatial resolu-
tions can be superimposed to enhance the local resolution of the dis-
play with lower spatial resolution. Two different approaches to this
were shown in Olwal’s Spatially Aware Handhelds for High-Precision
Tangible Interaction with Large Displays [15] and iPod Party [8]. Both
of them took a mobile device with touch screen (Sony Ericsson G900i
and Apple iPod touch) and lay it on a multi-touch table to use the mo-
bile devices display to enhance the local spatial display resolution of
the table. To realize spatial awareness Olwal used the LightSense [14]
technique discussed in section 2.1, while in iPod Party the tracking by
generating a pattern of touch points discussed in section 2.3 was used.

Olwal’s hardware setup contains a 20" touch-sensitive table with a
display resolution of 800 × 600 pixels and a camera below the projec-
tion surface for the spatial awareness of the mobile device. The Sony
Ericsson G900i has a display resolution of 240 × 320 and is single-
touch-sensitive. In this setup the visual and input resolution per unit
is about 11 times higher on the mobile phone then on the rear pro-
jected touch-screen surface. Different interaction techniques, all for
zooming, were presented: four different interaction techniques on the
mobile phone and two on the table. The mobile device is only con-
trolled by the stylus, while the table is controlled with fingers. The
zoom techniques that were invented for the mobile phone are Mo-
bileRub, MobileGesture, MobileDrag and MobileButtons. Items can
always be selected by clicking them with the stylus. MobileRub works
with small diagonal rubbing gestures over the target, while maintain-
ing contact with the screen. The slope of the diagonal rubbing causes
the action to be taken: rubbing along the diagonal with a positive slope
zooms in incrementally for each stroke, while rubbing along the diag-
onal with negative slope resets the zoom level. Along MobileGesture,
zooming is controlled with circullar gestures. Counterclockwise cir-
cles zoom up to the extent of the circle, while clockwise circles reset
the zoom level. In MobileDrag, zooming is controlled by dragging
gestures. The user zooms in on a specific position by touching it and
dragging upwards or downwards, to zoom in or out. The change on the
zoom factor is controlled by the distance the user has dragged. Mo-
bileButtons does not use the touch capabilities of the mobile phone,
but works with the phone buttons. The up- and down-buttons alter the
zoom level, while items can be selected with the center button. On
the table Zoom-Pointing and Rub-Pointing were implemented. The
zoom mode can be entered by pressing a zoom button. After entering
the zoom mode, the user can drag out a rectangle around the target.
The System zooms to the area specified by the rectangle. This can
be repeated until the target is large enough to be clearly selected by
direct touch. Rub-Pointing is similar to MobileRub, but instead of on
the phone’s display rubbing takes place with the finger on the table’s
surface. The interaction techniques were evaluated with twelve stu-
dents. The result was, that the mobile techniques were preferred before
the on-table techniques. Among the mobile techniques MobileGesture
was ranked highest, followed by MobileDrag and MobileRub, with
MobileButtons ranked lowest.

The aim of iPodParty [8] was, to create an application, that can be
used to analyze the benefits of the combination of a multi-touch table-
top display with one or more multi-touch handheld displays. This was
done by superimposing them to enhance the local input and display
resolution on the table. A photo of the application can be seen in fig-
ure 7. The hardware setup of the application contains a multi-touch
tabletop display with a display resolution of 1024 × 768 and a diago-
nal of approximately 50". The multi-touch input is realized with FTIR
[9] with a camera with a resolution of 640 × 480 pixels. Additionally
one or more iPod touches can be used, that have a display diagonal of

Fig. 7. iPodParty with two iPod touches. [8]

8.9" at a resolution of 480 × 320 pixels and are capable of recognizing
multi-touch input. Four different interaction modes were introduced,
two with the handheld directly superimposed to the multi-touch table
and two, where the handheld is held in the users hands. Firstly the
handheld as magnifying glass is presented. That is just to place the
handheld on the table and use it as a magnifying glass for the underly-
ing information. With this method the higher resolution of the hand-
held can be used to gain more detail in specific sections of the tabletop
display. The magnification level can be altered with a two finger zoom
gesture on the handheld’s display. The second mode is the handheld
with magnifier arm. With this mode, it is possible to pull a magnifier
arm out of the handheld. This can be visualized with a rectangle that
is connected to the handheld via a thin line. This rectangle represents
the area of magnification, whose content is shown on the handheld’s
display. With this abstraction the user can place the area of magnifi-
cation where he wants, even if he can not reach it with the handheld.
The other two modes correspond to the presented modes, but with the
handheld held in the users hands. Instead of itself, an anchor point
on the table, represents it’s position. The iPodParty application pre-
sented in that theses is an audio browsing application, where the songs
of an audio library are represented by small icons, that are ordered by
similarity on the multi-touch table and can be browsed using an iPod
touch. There was no user evaluation in iPodParty, so no conclusion
can be given on how good the interaction concepts work and which
ones are the best.

3.3.3 Superimposing Displays to Enhance Overall Resolution

Multiple displays can also be superimposed to enhance the overall dis-
play resolution. This is done in PixelFlex [19] and PixelFlex2 [16] by
using multiple projectors whose areas of projection slightly overlap
and who are fast reconfigurable.

The configuration of the PixelFlex system contains the following
hardware components: a control PC, a camera and eight Proxima 6850
LCD projectors driven by multiple pipes of an SGI Infnite Reality sys-
tem. The projectors have a resolution of 1024 × 768 and output 1500
ANSI lumens. In front of every projector, a mirror is mounted on
a pan-tilt unit (PTU), what gives the ability to electronically adjust
the position of the projectors projected image. The projectors with the
mirror-PTUs are mounted to the ceiling in an array of two rows of four.
Several configurations are possible, but in the typical wide-area con-
figuration the whole display area is approximately 12 feet by 5 feet,
with an average spatial resolution of 25 DPI and 15% overlap. The
projector layout can be changed from the control PC by adjusting the
mirror-PTUs. It is possible to save and load any configuration made.
After each layout change a calibration must be made. The calibra-
tion is done in two main steps: geometric registration and afterwards
photometric calibration. The geometric registration is described the
following by Yang et al.: “The goal of the geometric registration pro-
cedure is to create a mapping between each projector’s image coordi-
nates and the display’s global coordinates. There are three main steps



in the geometric registration process: (1) camera to display surface
registration, (2) projector registration via structured light, and (3) post
processing of the registration data for the appropriate rendering algo-
rithm” ([19], p. 3) After the geometric registration, the multi-projector
environment can be used as one large display, but in the regions where
projected images are overlapping, the light intensity is higher then in
regions where only one projection is located. To correct this, photo-
metric calibration is to be made (see figure 8). Yang et al. describe it

Fig. 8. The same image before (top) and after (bottom) photometric
correction. [16]

like this: “There are two major tasks involved with photometric cali-
bration. The first task is the measurement of each projector’s intensity
response. This data is used to create a color lookup table that linearizes
each projector’s intensity response. The second task is the determina-
tion of the display overlap regions. This data is used to compute an
alpha (blending) mask used in the rendering process to attenuate the
light contribution of individual projectors in these overlapping regions
so as to produce a photometrically seamless display.” ([19], p. 4).
Now, that the calibration process is finished and a large-scale, high-
resolution display is available, a rendering application is needed. For
PixelFlex two different rendering applications were implemented: an
X Window Desktop, realized using a modified version of the VNC re-
mote desktop software, that supports most X Window Applications.
Unfortunately it does not support OpenGL programs, so an additional
OpenGL 3D Viewer application was created. With these rendering ap-
plications and a wide area configuration of PixelFlex a resolution of
approximately 3500 × 1300 Pixels can be used.

Though PixelFlex seems to work quite well, it has still some is-
sues, where PixelFlex2 hooks in and brings some improvements. It
was migrated from the SGI graphics system to a Linux PC-cluster
for higher performance and scalability. It has an improved geomet-
ric registration process, because it uses a checkerboard corner-finder
instead of a Gaussian centroid-finder. Also the photometric calibra-
tion was improved. In PixelFlex the intensity response needed to be
measured manually with an Photometer, now it is calculated automat-
ically with HDR-images that are computed from the images of the
calibration camera. The attenuation solution realized in PixelFlex2 is
completely image-based, so no need to know the exact locations of the
overlapping regions is present. Another new feature is a black offset
compensation mask, that guarantees a constant black level over the

whole display surface.

So with PixelFlex and PixelFlex2, solutions where presented, that
can increase the overall display resolution from 1024 × 768 pixels
of one projector to about 3500 × 1300 Pixels of eight projectors by
superimposing them. This is a increasing of a factor of about 6.

4 CONCLUSION

In this paper an overview on the current state of research in the field
of superimposed displays was given.

Firstly we gave an overview over tracking technologies, that are
needed to realize spatial awareness, what is important to many appli-
cations, that work with superimposed displays. The technologies that
were presented were tracking with the photolight of a mobile phone,
tracking with a camera mounted in front of the superimposed dis-
plays, tracking by generating a pattern of touch points and tracking
with markers. After presenting these technologies, a short comparison
of them was given, regarding aspects like robustness to external in-
fluences, tracking dimensions, computation needs or needed hardware
modifications.

Afterwards, there was the main part, where actual papers, regarding
topics for superimposed displays were presented. This part was di-
vided into three subparts: virtual superimposing, distant superimpos-
ing and direct superimposing. Among virtual superimposing, firstly
virtual superimposing on one screen was discussed, regarding differ-
ent possibilities like windows, virtual machines and remote desktops,
as well as the Magic Lens principle presented by Bier in [3], that was
extended and ported to other domains later on. The next section cov-
ered one of these domains: Magic Lenses in AR. A flexible tangible
AR Magic Lens, presented by Looser [12] was presented. Afterwards
we came to SecondLight, a technology by Izadi et al. [10], that makes
it possible to project through a electronically switchable diffuser and
thus making it possible to virtually superimpose displays. Then the
next subpart was to come: distant superimposing. We discussed Bor-
ing et al.’s Shoot & Copy, that can be used to receive information from
public displays with the aid of the camera of a mobile phone. Brown
et al.’s [5] Magic Lenses, that can be used in a mixed AR space, were
presented, as well as the applications Aztec Explorer and Anatomy
Explorer. The last subpart, direct superimposing, started with static
maps, that are directly superimposed with a mobile phone, to augment
them with additional information. After that Spatially Aware Hand-
helds for High-Precision Tangible Interaction with Large Displays [15]
and iPodParty [8] were presented, that both deal with the possibilities
to superimpose small devices on tabletop device to locally enhance
their display and input resolution. The last topic that was presented
is superimposing of displays to enhance the overall display resolution,
what was done in PixelFlex and PixelFlex2 by overlapping the projec-
tion areas of multiple projectors to achieve a high-resolution projec-
tion.
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Applications for interactive public displays

Miriam Kranz

Abstract— Until now public displays were simply broadcasting centrally produced media content to a large audience. With the
improvement in display and sensor technology it is possible to create large, interactive displays for public spaces. Therefore the
concept of applications on public displays must be over thought and adapted to this new situation. Many projects have already dealt
with this theme which resulted in a multitude of new applications for such interactive public displays. In this paper an overview of these
applications and some study results will be given and they will be analyzed and compared in order to detect which usability features
those applications need to be noticed, accepted and used by the public. The resulting characteristics could serve as guidelines, ease
the use and development of further applications or initiate additional research.

Index Terms—interaction, applications, public displays, application features, interactive surface, usability

1 INTRODUCTION

1.1 Motivation
Nowadays public displays are exclusively used for the distribution of
centrally produced media content that is directed to a large audience,
as for example information screens at airports or in metro stations [5].

At the same time the increased development of mobile devices en-
ables customers to perform more and more of their private activities
in public settings. Talking on the phone or surfing the internet and
sending mails are no longer activities that require a terrestrial connec-
tion but can be performed almost anywhere at anytime. Eriksson et
al. declare that in public spaces the information exchange is more an
information push then information dialog and instead of social inter-
action there is a development toward a more personal sphere [10].

Nevertheless, when it comes to gather information about upcoming
events or share information with other members of their community,
people often rely on non-electronic public surfaces such as posters,
bulletin boards or fliers. However, there are several restrictions bound
to those non-electronic public displays like the impossibility to re-
motely modify content or the limitation of size [2].

With the improvement in display and sensor technology it is pos-
sible to create large, interactive displays for public spaces that could
solve lot of those problems, make people become producers and users,
not only consumers and rebalance the information circulation in public
spaces.

1.2 Definitions
In the term applications for interactive public displays there are lots
of concepts that need to be defined to get a better understanding of the
theme.

First, what does interaction mean in such a context? When an-
alyzing the interaction possibilities an application provides, we will
distinguish between different interaction ways, degrees and tools.

Here, two main ways of interaction can be discerned: implicit and
explicit interaction. On the one hand there is the implicit interaction
where the system reacts on certain signals like the body orientation
of a passer-by or the proximity of a person to the display. This gives
the user the impression the system interacts with him, not him inter-
acting with the system. On the other hand there is the explicit way
where the user interacts with the display through explicit actions such
as touching the screen, hand gestures or using the mobile phone to
send a message to the system. Often the implicit way of interaction is
used to get the attention of a passer-by and move him to use the display
in an explicit way [24].
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An application can offer different degrees of interaction. Some ap-
plications are limited to the consultation of information; the user can
browse data, view or sometimes even sort it [19]. Still there is no pos-
sibility for him to modify, update, upload or download the information.
Some other applications offer there users the additional possibility to
modify or update data. Here users can for example annotate content,
leave comments or modify the screen in an interactive game [4, 7].
An even higher degree of interaction is given when the application of-
fers the user the additional possibility to upload and/or download data
from/to mobile devices [15, 5].

An other interactivity point from which many applications differ
are the possible interaction tools. These tools could be PDAs, mobile
phones, handheld controllers, the users’ hands, USB-sticks, mice, key-
boards and many other. Whereas some applications only enable the
interaction with the system through one tool as for example mobile
phones [20, 12] others offer the user the possibility to use a multitude
of different tools [15].

What is an interactive public display? In [15] it is defined as
”shared surface used for different tasks by an open-ended community
of users”. The aspects that discern the interactive public display from
a regular interactive display are the location and the users. While most
applications on regular displays are designed for a specific target audi-
ence, the users from public displays form a heterogeneous mass. For
this reason an application on such a display has to deal with popular
and well known themes to appeal to its large audience. Public displays
are situated in city streets, shopping centers or public buildings like
hospitals, hotel lobbies, university hallways and other public places.

Nevertheless, the technologies of public and non-public interactive
displays remain the same. An interactive public display could for ex-
ample be a plasma display with a touch overlay like in [6] or a surface
on which an application interface is projected and where interaction
is tracked using a camera based system [4]. This paper will concen-
trate on the applications that are developed for such interactive public
displays.

1.3 Paper Content
The following paragraphs aim at giving an overview of the different
applications displayed on such interactive public surfaces. Besides
some general properties that contribute to the acceptance of an appli-
cation by the audience will be elaborated.

Therefore some applications from different domains will be de-
scribed, analyzed and important features will be extracted. Finally a
recapitulation and explanation of the different usability properties will
sum up the findings from the analysis of the applications.

2 APPLICATION ANALYSIS

In this section seven applications from different domains will be pre-
sented and analyzed. Therefore a quick overview of the goal and main
features of each application will be given. Special attention will be
paid to how interactive the application is by examining the interaction



ways, degrees and tools. A short presentation of some results of the
studies linked to each application will underline the achievements and
encountered problems. This information contributes to the identifica-
tion of some general features such an application should have. Those
are extracted and explained afterwards. The applications are sorted by
complexity and interaction possibilities.

2.1 CityWall: explore images
CityWall [19] is an application designed for large multi-touch displays
that are installed in city centers. Passers-by can explore and play with
pictures. The users can select pictures from Flickr and then resize, ro-
tate and move them through simple hand gestures. The application has
a zoomable timeline on which the images can be organized chronolog-
ically.

The interaction possibilities are restricted: the only interaction tools
are the users’ hands and there is no possibility to upload or download
content from/to the users’ mobile devices. Even the possibilities to
modify the content are limited. There is no implicit interaction with
the display.

In a study with CityWall [19] the display was installed in the center
of Helsinki and observed for eight days. The results showed that the
application was used only 8.8 percent of the total uptime, but seeing
other people interact with the display served as attractor for more peo-
ple to come. In figure 1 a) people seek shelter from the rain next to the
application without noticing it. Figure 1 b) shows how a boy notices
the CityWall and immediately draws the attention of the surrounding
bystanders to the application.

Fig. 1. Passers-by seeking shelter from the rain a) and interacting with
the CityWall behind them b) [19]

The users almost never needed to consult the instructions printed
next to the screen, watching other people interact with the system was
sufficient to understand how the application works. Sometimes con-
flict situations occurred like overlapping and blowing up the picture of
another user or using the timeline irrespective of what the other users
were doing. The concerned users often adopted an unaprowing posture
and immediately stopped to use the display.

Considering the information above, some important features can
be brought to light. First the need to attract attention. In modern
cities the visual senses are overloaded with information, in order to
not remain unnoticed the applications need to attract the attention of
the passers-by. This can be seen in the described study, where people
dont pay attention to the display when nobody is using it. Here people
using the display piqued the curiosity of other bystanders.

Another deduction that can be drawn is the importance of conflict
management. When many individuals are interacting on the same
surface, conflicts are inevitable as can be seen in the study described
above. These situations could be many users simultaneously trying to
access the same resource or one individual trying to close the resource
of another one. Therefore the application must contain methods to
resolve such conflict situations.

2.2 GroupCast: create conversation opportunities
GroupCast [17] is used to enrich casual interaction. The application
runs in the background and aims at creating conversation opportuni-
ties, showing common or exclusive interests of persons standing next
to the screen. A possible scenario could be two persons passing in
front of the screen. The ’Wine of the day’ website pops up leading to
a spontaneous discussion about the different steps in the production of
wine [17]. At the beginning, the developers worked on a form peo-
ple should fill out in order to gather information about their interests

but it soon turned out that no one would take the time to do this. In
parallel, they developed an application called UniCast [16] were user
profiles were generated and decided to use the interests indicated in
those profiles as potential conversation themes.

There is no direct interaction with the display, only implicit interac-
tion. Possible interaction tools are infrared badges or radio frequency
identification (RFID) tags. In some way the user also interacts with
the display when changing his UniCast profile but the interaction pos-
sibilities still remain very restrained.

McCarty points out that one of the main problems of such applica-
tions is how to acquire profile information about the people passing by
the display. This is also due to privacy concerns and social embarrass-
ment. Another problem is how to attach RFID-tags or infrared badges
to passers-by.

This analysis leads us to two other important features that should be
considered when developing an application. First the need of privacy
control, an application must discern private data from public data. No-
body would use an application on a public screen when he runs the
risks of giving away private information in public. Another point is
social embarrassment. People often feel embarrassed when perform-
ing actions in public, where everybody recognizes them. In this setting
for example, if two people pass the display and it indicates an inter-
est of one of the passers-by that the other-one totally disapproves, this
could lead to social embarrassment.

Another application that deals with creating conversation opportu-
nities is the Interactive Wall Map [17]. It consists of a wall map of the
world with integrated touch screens and LED topped button switches.
Like GroupCast, it runs in background and uses the UniCast profile
framework to index content geographically on one of the integrated
touch displays. But it also allows explicit interaction by pressing LED
buttons which brings up content related to its position. This additional
possibility to explicitly interact with the system gives the users the op-
portunity to take a less passive role. Also the fact that the displayed
content is only about geographical regions reduces the social embar-
rassment and privacy concerns.

2.3 MobiLenin: a voting system

Several applications based on a voting system for interactive public
displays have been designed. For example UniVote [8], an applica-
tion developed to enhance user interaction with the campus and out-
side world, by informing the students about campus- and world-wide-
events or news; or MAGICBoard [22] which gathers opinions of by-
standers on amusing topics. In this section the focus will be set on the
voting application MobiLenin.

MobiLenin [20] is a voting system that allows a group of people to
interact simultaneously with a multi-track music video displayed on a
large public screen and it aims at enticing social interaction between
people. The users can vote for a clip by using a client application in-
stalled on cell phones. The system also integrates a lottery mechanism.
The large public display indicates the start and end of a voting period
as well as the voting results and it displays the voted track (see figure
2).

Fig. 2. A screenshot of the MobiLenin public display showing the voted
track and the voting results [20]



The users can only interact via cell phones. In addition the appli-
cation on the mobile device only gives them restricted possibilities,
they can solely choose between a few tracks. There is no possibility to
upload, download, update or modify content.

The system was tested in a restaurant where mobile phones with the
client application were distributed among the customers and instruc-
tions were given on how to start the application. Through the lottery
system the user was given the chance to win a pizza or a beer. The
study showed that application was found easy to use, popup notes on
the client UI were found very useful and the lottery system motivated
the users and created additional suspense. Another important finding
is that the application stimulated inter-personal social interaction in
co-located groups. The testers stated that they felt being a part of a
group and for many of them this was even the most important point
and motivation to use the application. But the users also mentioned
that the system got boring after some time.

The results allow the introduction of a new feature, the increase of a
sense of community. Because of multiple people interacting with the
same application, the interaction with co-located players is facilitated.
Often the pursuit of a common goal generates a sense of community,
the users feel like belonging to a group. In this example the voting
mechanism strengthens their sense of community. The results also un-
derline the importance of feedback and motivation. If the users have
the possibility to win something they get more motivated to participate
and this also serves as attention attractor. One problem is that the ap-
plication must be installed on the cell phone before; this in the contrary
could reduce the motivation of users to interact with the system. Also
the limited interaction and voting possibilities made the users rapidly
lose interest.

2.4 Polar Defense: an interactive game
There are already a lot of interactive games developed for public
displays as for example the Red Nose Game [18], Manhattan Story
Mashup [23], Flashlight Jigsaw [4] or Polar Defense [12]. In this sec-
tion only the last two applications will be analyzed, concentrating on
Polar Defense.

Polar Defense [12] is an interactive game were users have to place
towers on a screen in order to prevent as many attackers as possible
from walking across the screen. The users interact with the screen via
SMS messages, sending the coordinates of the towers that need to be
positioned to the system. The application surface is divided in two.
The information display shows an animation (located on the right side
of figure 3) and information about the game (located on the left side
of figure 3) to attract the audience, engage bystanders at the glance
state and provide all the information needed to understand how the
game works. The game display concentrates on the gameplay and

Fig. 3. The Polar Defense information display [12]

indicates the current player and the player queue via their partially
hidden phone numbers, the high score and the actual game. The only
possible interaction tool is the cell phone.

Here the interaction possibilities are also quite low, the user can not
really upload nor download content. There is only explicit interaction
and the only tool that can be used to communicate with the system is
the mobile phone.

For a study the large display game was deployed at the main cam-
pus of the University of British Columbia for four days. During this
period logs of user interaction data were retained and the public space
around the setting was observed. Findings of that study were that the
animation drew the students attention to the game. The instructions
were easily understood except for the number of towers that could be
placed on the field, but frequently players explained the game to others
so that mistakes did not occur often (20 messages out of 203 contained
errors but could be corrected by the game logic).

Here it gets clear that it is important that instructions on how to
interact with the system need to be clearly visible to the user. If
not, the player would be left in the dark without knowing how to use
the application. Especially when the application principle is not as
simple as the CityWall’s. In case of Polar Defense the information
display provides all help needed to understand how to interact with
the system.

Another interesting point is the possible reduction of social embar-
rassment by employing interaction via mobile phones. The partly hid-
den phone number allows the user to stay anonymous if wanted. The
animation and the information display attract the attention of passers-
by which are new potential players. It also contributes to an easy un-
derstanding of the application. In addition to the animation the game
principle that is very similar to Tower Defense, a well-known game
genre, could also lead to a faster understanding of the gameplay.

An application where the social embarrassment problem is not re-
solved is Flashlight Jigsaw [4], a multiplayer puzzle game played on
a large public display using wireless handheld controllers. Here the
players can clearly be identified because they are holding the controller
and that way are completely exposed. Some players stated that they
felt nervous and intimidated when performing in front of a large au-
dience, especially when they were performing badly. Some persons
did not play at all and stated social embarrassment as reason because
they ”didn’t want to seem dumb” [4]. Once again the importance of
avoiding social embarrassment is demonstrated.

2.5 Dynamo: support collaborative work
There are multiple applications that deal with collaborative work, for
example IM Here[14] an application for shared instant messaging
which facilitates the communication between members of a work-
group. The Notification collage [13] is an electronic bulletin board
where colleagues can post different media elements like videos, sticky
notes or web page thumbnails. In this section we will concentrate on
the Dynamo system [15] , which stands out due to its diversity of fea-
tures and interaction possibilities.

Dynamo [15] supports collaborative work by allowing multiple
users to simultaneously interact on the same surface and share, display
or exchange media. The surface is composed of one or more displays
that can be arranged horizontally or vertically. The application is de-
signed for collaborations that take place in unfamiliar public places; a
meeting at an airport or in a hotel could be a possible scenario. The
users interact with the surface through interaction points where data
can be uploaded or downloaded from/to USB-stick, laptop, desktop
and updated or modified with mouse and keyboard. Each interaction
point has its own telepointer and personal palette(see figure 4)), both
marked with the same color. Small icons on the personal palette repre-
sent media sources and media sinks from which the user connected to
this interaction point can upload data (sources) or on which data can
be downloaded and stored (sinks). A public palette provides access to
key features of the system such as browsing the web or creating notes.
Another design element are the carve regions, which allow users to
engross a part of the display. The user that created the region can al-
low other users to dispose of that carved surface. Media parcels can
be left on the screen ( the window entitled ’Parcel for Mia’ in figure 4)
or putt into packages ( the package entitled ’Parcel for Bob’ in figure
4).The user also has the possibility to seal a parcel, so that the content



Fig. 4. Dynamo interface with a selection of media, two carve regions, three personal palettes and a public palette [15]

can not be viewed on the public surface and must be downloaded and
viewed on a personal device by the person it is addressed to.

Dynamo offers many interaction possibilities, users can browse, up-
load, download and modify content. The possibility is given to use a
multitude interaction tools, like keyboard, mouse, laptop, desktop and
other tools that can be connected via USB.

In [15] two studies with the Dynamo system and their results are
described. The first study took place at a hotel conference center where
people were attending a workshop. It was based on an earlier version
of the system without access control and the users could carry out
any interaction. The study showed that carving the regions needed
explicit instructions, as did dragging media onto the surface. Also
some conflicts occurred when multiple users interacted simultaneously
and the freedom for any user to manipulate any region on the surface
gave cause for concern. These results led the developers of Dynamo to
overwork the system and refine carving and access control. A second
study, where the attendees were divided into small groups and given
tasks to resolve, showed that the efforts of overworking the application
bear fruits. Overlapping was less frequent and when they occurred
they could be solved way more easily.

Regarding this information, it gets clear once again how important
an easy understanding of the application and conflict management
is. By improving the interaction techniques no explicit instructions are
needed anymore to understand the functions of the application. This
improvement saves time and leads to a more efficient collaboration.
Through the access control lots of conflicts can be avoided. The appli-
cation also considers privacy control by giving the user the possibility
to seal his media parcels and by not allowing users to access the con-
nected private devices of other users.

2.6 Plasma Poster: an interactive community board
The PlasmaPosters [6] are interactive public posterboards that facili-
tate informal content sharing between a group of people and consist
of plasma displays with interactive overlays enabling direct touch in-
teraction. Together, they form a network of interactive community
boards. Content can be posted via a web interface and by email. Users
can browse posted web content or images, read text files or display
videos, by directly interacting with touch display. Additionally there
is the possibility to annotate content via PDAs. Several other applica-
tions based on the Plasma Poster system, but with different interfaces,

were developed like YeTi [25] or the eyeCanvas [7]. The following
passage concentrates on the Plasma Poster application as it described
in [6].

The Plasma Poster interface is divided in several parts (see figure
5), the content region in the center of the screen displays content (im-
ages, text,...) an author has uploaded. Below this region a picture of
the author and his comments about the posting are displayed. The user
can send the author a note that he scribbles on the surface or browse
other of his postings. Below the authors information region are the
overview thumbnails that indicate items that have recently been used,
are currently viewed or that are about to be viewed when the interac-
tion with the display has ceased.

The application has a high degree of interaction; different types of
media content can be uploaded, modified and annotated. But most of
the work with the content does not occur on the Plasma Poster itself
but via email. On the Plasma Poster users are mainly browsing through
the content and sometimes leaving notes. Interaction tools are PDAs,
the web or the hands and there only is explicit interaction.

Fig. 5. The Plasma Poster interface [5]

In [6] three Plasma Poster are placed in a lab at FX-
PAL[www.fxpal.com/], one in the corridor, another in the foyer and
the last one in the kitchen and eating area. Data is collected during



20 months of continuous use, furnishing information about the inter-
action and reading practices of the users and factors for the success of
the application. For example the introduction of authors pictures and
the thumbnail overview led to an increased use of the display. Also
the application was easy to use because the ways of interaction fitted
with existing practices and concepts like navigating through a forum
or leave comments under a blog entry. But the Plasma Posters needed
continuous service and complains occurred when the services where
interrupted. Also most of the users did only read the content but did
not add some, saying they do not know what to post, this could also be
an indicator for social embarrassment.

Those results also point out how important it is for an application
to be easy to use and that the increase of a sense of community con-
tributes to the success of an application. Because of its interaction
techniques being similar to other well-known practices hardly any in-
structions were needed and because of its similarity to blogs and fo-
rums the users felt like being a part of a community. This also points
out a weakness of the application: it does not respond to a target group
with little or no knowledge of structures like blogs or forums.

2.7 Context-aware Hospital Information System: support
medical work

In [11] Favela et al. discuss the design of an application for context-
aware public displays in a mobile hospital information system. The
context-aware hospital information system (CHIS) forms the base.
PDAs or handheld table computers allow the medical personnel to ac-
cess electronic patient records, to send messages, locate patients, other
stuff members and resources. The system was evaluated by 28 hospi-
tals with very positive feedback (91 percent of the participants would
use the system), still the handheld table computers have significant
limitation in visualizing medical images, which could be resolved by
the introduction of a public display that provides a personalized view
on the system. The display should react when a user approaches the
screen and recognize him. The content displayed should adapt based
on the person interacting with the screen and the context like which
patient the user needs to visit next. There must be a way to trans-
fer information between personal and public devices. It also should
offer opportunistic access to relevant information like clinical reports.
Favela et al. used the findings to create design scenarios of an extended
CHIS that integrates public displays that are able to manage the tasks
described above(see figure 6). In figure 4 the different possible func-
tions are made clear, the PublicCalendar displays public events added
by the hospital, its staff members and the person watching the screen.
The PublicMap application indicates the location of colleagues, avail-
able services and the rooms of the patients assigned to the user. The
remaining applications depend on the context. In this scenario the user
accesses the clinical reports of his next patient and looks at a X-ray im-
age.

The application enables explicit and implicit interaction with the
display. Content can be uploaded, downloaded and updated. The user
can interact via PDA or handheld table computer. All together the
system has a great deal of interaction possibilities.

A 3-min animation that described a potential scenario of the public
display in use was created and shown to eleven physicians and two
nurses. Afterwards the subjects filled out a questionnaire and were
briefly interviewed. Because there is no actual study described the
results are highly theoretical. The overall feedback was very positive;
the immediate and easy access to medical records was stated to be the
most attractive feature. Still there are some privacy concerns when
patient data is displayed on a large public screen. It must be assured
that only stuff members have access to those displays.

In this context the importance of privacy control gets visible. But
also the implicit interaction eases a lot of the users work and avoids the
loss of time through connection process or browsing clinical reports.
The application also enhances the collaboration between coworkers by
giving the user the possibility to locate the colleague on the screen and
contact him, which could lead to an increase of the sense of commu-
nity.

3 USABILITY FEATURES

Through the analysis of the different applications on public displays
several negative and positive attributes could be identified and ex-
tracted. In this section the gathered information on usability features
will be presented and explained.

3.1 attract attention
The first feature described is the need of an application to attract at-
tention. In modern cities the people’s senses are already overloaded
with information coming from all the advertising bills, the posters and
sometimes even the public displays. If an application wants to stand
a chance it has to attract the attention of the passers-by. The anal-
ysis of CityWall already showed that, once an application is in use
more passers-by notice the display and start to interact with the sys-
tem. This shows that users or crowds of users can attract the attention
of other potential users. But to be noticed in the first place an appli-
cation needs a feature that stands out. The Polar Defense application
for example successfully used an animation to attract the attention of
the passers-by. Another way could be the lottery system described in
MobiLenin.

3.2 show interaction possibilities
Then the user needs to know how to interact with the system. There-
fore instructions must be available and visible. Those could for exam-
ple consist in an animation shown on the display like it was done in
Polar Defense, or simply be the instructions printed next to the screen
like in CityWall.

3.3 easy to understand
If a person decides to use an application it must be easy to understand.
Often people only use the application for a short period like the time
to finish a game round, having explored a few photos or read an arti-
cle. Therefore the effort put into understanding the application should
not be too high, otherwise the person will lose the motivation to use
the application. Even complex applications that are used for a longer
period of time can be easy to understand if the way of use fits with
existing practices or if the functionalities are intuitive.

One example therefore is Dynamo, where the users first had some
problems with the carving and dragging principle and needed explicit
instructions. The developers overworked the carve and drag principles
which led to a way better understanding of the application.

Favela et al. solved this problem in their application for CHISs [11]
by using a lot of implicit interaction. So the user does not need to think
of how to interact with the system, because the system does most of
the interaction work for him.

3.4 avoid social embarrassment
Once an application attracts the attention of the people surrounding, it
does not mean the bystanders will necessarily use it. One reason why
they could decide not to interact with the display is to avoid social
embarrassment. When people feel too exposed, or fear they could fail
at a task they prefer not to try to avoid being publicly embarrassed. For
example some person did not participate at the game Flashlight Jigsaw
because they ”didn’t want to seem dumb”[4].

A popular device many applications choose as interaction tool, is
the mobile phone. This is not only because almost everybody has such
a device, but also because it gives the user the possibility to stay anony-
mous. This is one of the reasons why the mobile phone was chosen as
interaction tool for Polar Defense.

3.5 privacy control
Some applications give users the possibility to access private data and
information from the public displays [15, 11, 24, 17]. Those appli-
cations must discern private data from public data. A person won’t
use an application when there is the risk that private information is
displayed on the public screen so that it can be viewed by everybody
surrounding it.

In the CHIS described by Favela [11] concerns about the privacy
of patient records were pronounced. Those could be viewed on public



Fig. 6. Personalized view on the public display [11]

displays in the hospital in the same way as public information. Vogel
[24] describes a prototype application for interactive public displays
where people can access private information. The proximity to the
display makes a part of the display switch from a public to a private
information display. This part is covered by the body of the user to
hide the private information and make it unaccessible to other users.
The approach could be one possibility to access private information on
public displays.

3.6 conflict management
If the application enables multiple users to simultaneously interact on
the same surface conflicts will surely occur. For this reason the appli-
cation must be designed to avoid conflict situations. If a conflict hap-
pens nevertheless the application should offer the possibility to solve
it.

The Dynamo system had to deal with many conflicts occurring so
that the system was extended and an access control was incorporated.
This leads to less conflicts and an easier conflict resolution.

3.7 increase the sense of community
Often the number of persons that use an application declines with the
time, people lose interest when the application is not novel anymore.
So once a person has used an application it is important to make sure
he uses it again. One aspect that can contribute to this is to increase the
sense of community. This gives the user the impression that he belongs
to a group and motivates him to use the application more regularly.

The results of the observation of the Plasma Poster network during
20 months showed that the community board had managed to build up
a group of users that regularly used the application.

4 CONCLUSION

4.1 Summary
The paper shows that there are already many applications developed
for interactive public displays. They come from different domains and

offer different interaction possibilities. Applications for collaborative
work, to explore images or create conversation opportunities, voting
systems, interactive games and community boards have been presented
and analyzed.

The results of the analysis made it possible to isolate general fea-
tures that contribute to a successful application, offering a solution
to encountered problems. Regarding those properties an application
should be easy to use, show instructions on the different interaction
possibilities, control privacy, manage conflicts, attract attention, avoid
social embarrassment and enhance the sense of community of a user.

4.2 Discussion and future work
There already has been a lot of work concerning general usability fea-
tures of applications, which led for example to the usability principles
of Schneiderman [21] or the features described by Dix et al. [9]. Those
could serve as overall guidelines in the development process of further
applications. The characteristics extracted in this paper form more
specific guidelines that concentrate on the usability of public appli-
cations and that could be used to complement the general principles.
They need to be considered in the whole development process, which
means in the specification, evaluation and implementation of the ap-
plication.

Still there are more features that could be identified and further re-
search is needed. A checklist with the different properties could be de-
veloped, or some new and more specific features could be isolated de-
pending on the degree of interaction of an application. Similar works
even on other types of applications could also be useful. One exam-
ple is the extraction of usability features for applications on interactive
displays for mobile devices. To ease the research more ’best practices’
or ’lessons learnt’ should be collected to let them inspire the upcoming
work.

Even though the applications cover various domains, most of them
only have restricted or well known interaction possibilities. Some re-
search on the development of further interaction techniques has al-
ready been done like the Shoot & Copy-principle [3] where icons on a



display can be selected by photographing them with a mobile phone.
The selected information is then directly transfered to the mobile de-
vice enabling the user to view, read or listen to the data at anytime. A
second possibility is to copy the selected information to a web server
and only send the URL to access the information to the user. Other
examples are Sweep or Point & Shoot [1]. Further work could concen-
trate on finding additional ways of interaction and developing interac-
tion techniques that especially support work on interactive displays in
public spaces.
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Private Workspaces in Single Display Groupware
and Multiple Display Environments

Dhana Sauernheimer

Abstract— The research domain of collaborative work in interactive surface environments is devided in two subareas. On the one
hand, there is a number of different Single Display Groupware systems that basically consist of one jointly used shared surface such
as a large wall display or a horizontal tabletop surface. On the other hand, there are Multiple Display Environments which use a
combination of some shared interactive surfaces and connected personal devices, for example laptops or PDAs. Investigating how
to best support groups of users interacting with a shared display environment includes to explore the handling of private information
on these interaction frameworks. For an adequate privacy management it is necessary to perform a separation between public and
personal workspaces.
This paper discusses the different techniques to realize this separation. While the abilities of Single Display Groupware are always
limitated by the singular output channel which makes it impossible to address some private data to one participant exclusively with-
out attaching additional devices to the system, Multiple Display Environments are often characterized by complex synchronization
mechanisms, an awareness overload and frequent shifts of attention between devices, which disturbs the natural work flow of the
collaboration.

Index Terms—Interactive surfaces, single display groupware, shared workspaces, CSCW, multiple display environments, multi-user
interfaces, collaboration

1 INTRODUCTION
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2 SINGLE DISPLAY GROUPWARE

2.1 Usage of coordination policies

DiamondSpin



(see figure 1)

Fig. 1. The user interface of the DiamondSpin tabletop environment.
[14]

•

•

•

•

2.2 Definition of personal areas

UbiTable

(see figure 2)

Fig. 2. The UbiTable interface with color-coded personal workspaces for
two participants and a public area for document sharing. [14]

•
•
•
•



•

(see section 2.1)

personal

private

private work area

2.3 User Profiles and Carved Regions

Dynamo

media parcels

Fig. 3. The Dynamo user interface with two connected participants,
identified by their personal palettes (at the bottom), some color-coded
notes and media parcels. [6]

personal palette
(see figure 3)

carved
region

(see figure 4)

Fig. 4. A carved region with two participants (right), labelled by the key
on the top. Only the owner and invited users can work in this area. [6]

2.4 Limitations and problems

Table 1. Single Display Groupware



private personal

3 MULTIPLE DISPLAY ENVIRONMENTS

3.1 Hypermedia Models
DOLPHIN

hypermedia data model

•

•
•

3.2 Screen Sharing
WeSpace



Fig. 5. Astrophysicists meeting in the Wespace. [19]

(see figure 5)

3.3 Application Sharing
IMPROMPTU

iRoom

any

Collabora-
tor Bar

(see figure
6)

Shared Screen Dock

Fig. 6. An expanded user view on the Collaborator Bar. All applications
provided by the participant Jake in share or show mode are displayed
as thumbnail with an icon indicating the document type. A replication of
each window can be created by dragging the thumbnail to the desktop.
[1]

Collaboration Control

(see sec-
tion 2) share

show

Do not Show or Share

3.4 Limitations and problems



Table 2. Multiple Display Environments

any

4 CONCLUSIONS AND FURTER DEVELOPMENTS

spatial multiplexing

modal spaces

(see section 2.4)

Single Dis-
play Privacyware

(see fig-
ure 7)

Fig. 7. The basic principle of Single Display Privacyware. While classic
SDG only provides one jointly used public output channel for all users,
these systems also include private inividual output, dependent of input
actions of a single user. [16]



(see figure 8)

Fig. 8. Single Display Privacyware (example): During a multi-user foot-
ball game, each player receives individual moving hints. [16]
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Hybrid Interaction on Interactive Surfaces

Stefan Grabs

Abstract— Interactive Surfaces offer a new type of direct manipulation of digital information. These multi-touch interfaces support
inputs by simply using fingers. But some aspects of control were left behind. These systems do not support a tactile feedback or
a precision which mouse and keyboard have. This paper gives a review of a human-computer interaction system that uses both
this natural - multi-touch - and physical user inputs to directly manipulate digital information on interactive surfaces. These hybrid
interactions are an extension of pure touch interfaces and a combination with parts of tangible user interfaces to resolve the lacks of
former manipulation by just using the finger. Users generate a connection between the material and digital world by simply putting the
artifacts on the surface and get back a tactile feedback for example with using special physical objects to get a better understanding of
the mean of their actions. Finally the paper will state the benefits of using hybrid interaction systems regarding different user groups.
And in addition it shows that a classification of the used objects can easily be drawn with the result of developing a drawer system of
different physical artifacts.

Index Terms—hybrid interaction, interactive surface, tangible interface, natural interface, physical manipulation, social feedback,
physical widget

1 INTRODUCTION

Connecting mobile or other devices to a computer is usually a lot of
work. Usually the user has to use a cable or set up a whole new net-
work to interact with the specific artifact. These processes take time
and constrain the usability which had become an important factor over
the past years. Another aspect is the use of mouse and keyboard which
became the most popular ways of controlling computers but the user
needs a special learning process and training for utilizing these devices
because they include no natural gestures [35]. Previous work dealt

Fig. 1. Hybrid interaction on an interactive surface [36].

with these problems, and researchers created new human-computer in-
terfaces to improve the usability. This so called touch interfaces; also
known as touch or multi-touch systems, support direct manipulations
by the user by simply using the finger or fingers to make inputs. But
with the development of these systems further points of interests were
revealed: The user is able to use natural gesture for controlling but the
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problem of using external devices and at first the use of mobile de-
vices remained. So changing digital information via physical objects
and creating a link between real and virtual realm became another field
of research. One of the first and a widely recognized concepts in that
field was the ”Marble Answering Machine” [9] described by Durrell
Bishop in 1992. It is an answering machine which uses marbles for
representation of messages which had been saved. The user can pick
them up and put them into the player queue for playing them back.
Furthermore the marbles can be put into another queue to directly dial
the number of the caller. These kinds of systems are controlled just
by using physical artifacts, so their name was derived by their inter-
face ability: tangible or graspable user interface. These two types of
interfaces ”touch and tangible” create a new class of interactions, the
hybrid one (figure 1). These interactions contain the usability of nat-
ural gestures and the comforts of using objects of the material realm
which are linked to digital data by putting them onto the interactive
surface [7]. For example, the reacTable is a project that supports both
touches and inputs via physical objects placed onto the screen to pro-
vide live music. With the basics of interactive surfaces and different
user interfaces it is important to classify hybrid objects to get a better
understanding of the functionality and usability of hybrid interfaces.
By giving examples and showing the ease-of-use and functionality
of hybrid interaction on interactive surfaces, the paper demonstrates
the extensive change of computer interactions by simple diversify the
interface. Further another aspect is contained: in what ways hybrid
objects could be classified. That leads to important questions like lo-
cation, way of manipulation, tracking etc. into consideration. Further-
more the difference between the digital and physical realm itself plays
an important role. For example, the benefits of using physical artifacts
instead of 2D animations which are only visible on the screen are an
often discussed topic. [29] In this paper I give an overview of hybrid
interaction on interactive surfaces as well as I state the difference of
using graspable objects together with touches instead of using other
interfaces and the importance of these facts for the user.

2 DEFINITION & TERMS

It is very important to know terms and definitions while discussing
hybrid interaction on interactive surfaces. This paper will state a few
of them to give a better introduction about the whole topic and to show
the diversified understanding of these terms and definitions regarding
diverse special interest groups or researchers.

2.1 Interactive Surfaces (IS)
Interaction is the ability to directly manipulate the upcoming behav-
ior of a system and the interplay between actor and reactor. Derived
from this we can describe an interactive surfaces as physical surface



with the ability of a directly manipulation. These systems can even be
found in nature as we take a closer look: An example is skin (regard-
ing this, the user would be the environment). So every surface that
gives a feedback in any ways, whether tactile or not, and has a direct
manipulation control to change the system’s state can be described as
an interactive surface. An interactive surface in the field of computer
technology stand for a form of human-computer interacting [29, 28].
These systems contain lots of interaction possibilities. Almost always
digital data are displayed by projectors or screens and the user can eas-
ily interact with them by using physical artifacts or body parts, like his
or her fingers. Furthermore there is no actually need of a screen. The
screen does serve just as a visual feedback for the user. So the interac-
tive surface stands for a direct manipulation of a virtual environment.
In addition it forms the fundament for ongoing research on other ways
of input and system control. As mentioned above new interfaces de-
veloped from the thought of interactive control: The touchable and the
tangible user interface are the two most important ones for this paper
because these two lead to the hybrid interactions discussed here.

2.2 Touch Interfaces (TI)

This type of interfaces, the natural one, was one of the first possi-
bilities to control computer systems by using fingers or other natural
gestures [8]. Here the word natural has two different meanings first
it stands for the way of movements: Natural congenital gestures with
no need of learning them. A possible example for this would be the
pointing on things appearing on the screen in contrast to system con-
trol by mouse. The second meaning represents the way of input: Not
just the gestures are natural, the inputs too. Regarding the same exam-
ple; the click on the object that we found on the screen is not realized
with a pen or another physical object, it is simply realized by a touch-
ing it. The first touch interfaces embedded a pure touch-screen which
supported just one simple input at the same time but in ongoing re-
searches, these simple systems were developed further to multi-touch
and then to multi-user systems which supports more natural inputs of
different users at the same time [10, 8]. So the control was extended
and the possibilities for users expended to a collaborative playground,
for example Microsoft Surface supports up to 52 finger inputs at the
same time [1]. Comparing the old graphical user interface which is re-
alized with mouse and keyboard control with the touch interface that
supports a multi-touch screens that is much more intuitive, contextual
and evocative [3]. The only problem or disadvantage with the new in-
terface is that the user has no longer tactile feedback. The lost physical
feedback while pushing buttons or scrolling raises the lack of fluidly
interaction and precise control [34].

2.3 Tangible user interfaces (TUI)

A tangible user interface also known as TUI is an interface that sup-
ports physical artifacts as representation and control elements [21].
The user is able to make inputs by simply putting those objects onto
the surface. The system recognizes them by using one of a various
number of tracking methods and creates a digital response, for ex-
ample enable a digital shadow. This digital or virtual shadow is the
digital surrounding which appears when objects are connected with
the underlying surface. It links object and digital information. Fur-
thermore there are advantages of graspable interfaces in social net-
work, too: Collaboration and the sharing of data become easier and
the whole work lead to a much more personal way. Beyond this the
use of these artifacts is a passive one after enabling the virtual reac-
tion the objects need no further wires, batteries or other equipment as
Brave and Ishii state it [6]. It is possible to say, like Mazalek et al [18]
did, that tangible interfaces are rooted in our physical surroundings,
employing objects, surfaces and spaces as embodiments of digital in-
formation. Some projects in this field of research are: Algoblock [27],
a brick system of physical objects to create a program, ToolStone [23],
a tool for the non-dominating hand as support for copy and paste or
other actions and Urp [32] which analyses tracked objects and gener-
ates certain environmental conditions, like a shadow on the screen that
belongs to the shadow of a certain day time, to support urban planning.

2.4 Hybrid interaction
Hybrid interactions on interactive surfaces are a mixture between the
above explained interfaces. Hybrid stands for a combination of two or
more things, in our case of two things: The input via fingers or other
body parts and the input through physical objects while the artifacts
create a link between themselves and the digital data they referring to
[28]. These objects are often called hybrid widgets or just widgets,
because they represent a widget of the user interface [7]. Hybrid in-
teractions are always associated with an interactive surface containing
a screen. With this new form of interactivity researchers tried to fix
the problems which natural and tangible user interfaces raised. Now
the user is able to control the system using natural gestures and with
the help of artifacts which retrieve a tactile feedback. An example are
SLAP Widgets [34] which are transparent widgets composed of sili-
cone and acrylic. These widgets are put onto the screen to give users
physical feedback. Beyond that the usage of hybrid widgets opens new
ways of interactivity and collaboration. The artifacts serve as support
for making modifications on digital data much more easy like the ex-
ample SLAP or PhotoHelix [7] demonstrate. Researchers see this con-
cept and the resulting widgets as a compromise between graphical and
tangible user interfaces. Butz et al describe hybrid widgets in [7] as:

recognizable and reusable interface objects, but also pro-
vide a physical handle. Interaction with them takes place
in a very physical way, by manipulating the handle with the
hand, but they also contain a digital part, which is closely
coupled to the physical handle. [...] This combination of
a physical and a digital artifact provides a haptic quality
to interaction with the screen content, but at the same time
uses the digital shadow to provide functionality which goes
far beyond the capabilities of the physical object alone. So
these hybrid ways of interaction establishes a further and
at least a richer diversity of interactions on interactive sur-
faces.

3 COMPONENTS OF AN INTERACTIVE TABLETOP

An interactive tabletop is built up with a table. That table can look
very similar to regular tables as for example the Bluetable [37] or have
a special form. Almost always form is generated by usefulness and
because interactive surfaces often serve as collaboration system the
table form was chosen to support multi-user inputs in a proper way
[26]. The important thing is the top surface of the construction. It
represents the human-computer interface. Referring to the type of that
interface it supports different kinds of input objects. Furthermore the
tracking of these inputs is an important part for setting up an interactive
system. Tracking means the recognition of where and in addition what
kind of object the inputs made. This paper presents three types of
tracking [30]:

• Optical Tracking Technique which uses a camera which super-
vises the surfaces and the computer system of the construction
evaluates these pictures to send back a digital response.

• Acoustic Tracking Technique that utilizes microphones in the
corners of the surfaces which recording the input noises and the
system processes them for tracking.

• Capacitive Tracking Technique which uses the electric poten-
tial coupling of transmitter and antenna, the system identifies
whether voltage lies on or not and tracks the input point by using
an intern grid.

3.1 Optical Tracking Technique
This tracking method uses one or more cameras to take pictures of
the workspace. The system processes these pictures with the help of
a graphics editing program and calculates the points of input into co-
ordinates. Different techniques have been established yet. One of the
well-known methods is frustrated total internal reflection also known
as FTIR [15, 12] which can be differentiated into two types. Both of



them use infrared light which is invisible for the human eye. A pro-
jector displays the information. First there is the strategy to put parts
of the systems, infrared camera and projector, above the surface. The
infrared light covers the whole screen and the user can operate simply
by touching on the surface. When a user interacts with the product
the infrared light beams are refracted and the system recognizes where
an action took place. The gathered information is evaluated and new
information is displayed by the projector. This technique is often used
for interactive tabletops, an example is the Tangible Viewpoints sys-
tem [18] or the BlueTable [37]. The second method is to keep the
camera and the projector below the screen. (as figure 2 shows it). The

Fig. 2. FTIR: Analysis of the system [14].

construction contains LED that covers the acrylic screen. This light is
reflected between the glass and each touch on the surface scatter the
LED light down to the ground. Now the system recognizes through the
infrared camera under the surface that somebody or something touched
the screen and the referring location. After processing the data the pro-
jector displays the LCD from below. The advantage of this setup is that
the light of the projector cannot be intercepted by the user and a better
presentation is possible. For example Microsoft’s Surface [1] uses this
setup. Another optical tracking technique is Angulation [5]. As the
word says, the system calculates the input coordinates with the help of
angulations. Cameras are placed on each corner of the tabletop. These
cameras record images and those are compared by once again using
an image editing software. The distance of the object to each camera
is calculated to track it. The program evaluates this information and
hands the coordinates of inputs to the system.

3.2 Acoustic Tracking Technique
This tracking technique uses microphones in each corner to record
acoustic signals [20]. In addition there are transmitters which send an
ultrasound through the surface. Touches or objects on the screen ab-
sorb the sound waves and a signal processor in the core of the system
calculates the position by using the runtime information and changes
of each emitted ultrasound. The advantages of the system are a high
resolution because the whole system is covered by the acoustic sig-
nal. The high resolution of the screen leads to a high resolution of
the touch inputs - more precise inputs are possible. On the other hand
side the disadvantages are clearly defined: It is simple to interrupt or
disturb the system for example through dust or by putting objects on
the tabletop [30]. That is why commercial profit remained low.

3.3 Capacitive Tracking Technique
Capacitive tracking is based on a coupling between transmitter and
antenna [30]. This kind of system includes a grid of antennas which
recognize every change of current. So the change of current caused
by the grounding, when for example a finger touches the screen in a
certain area tracks the point of input. An example for the capacitive
sensor technique is SmartSkin [22] which uses a vertically arranged
transmitters and horizontally arranged receivers. As stated above if
there is no touching the current remains high but if a touching takes
place the current falls because the touching object is grounded and the
system recognizes a touch. The embedded antenna grid helps to find

the coordinates of the input. Diamond Touch [10] is another form of
capacitive sensor systems. It uses a transmitter grid on the tabletop
and receiver on the chair of the user as the result each touch onto the
screen completes the circuit and the current is measurable. Further-
more the Diamond-Touch system is able to differentiate between users
due activated receiver.

4 PHYSICAL AND DIGITAL REALM

While analyzing computer systems and the ongoing work in the field
of human-computer interaction, one has to regard the big difference
between physical and digital objects and information. Comparing
these two realms is a very difficult thing: At the first look both seem to
be very different but if you take a closer look one will find many simi-
larities. Even if the borders between the two realms are fading there are
still things either the digital or the physical world has not got or vice
versa. The physical realm consists of Trees, Houses, Tables, Comput-
ers et cetera. Every object gives back a feedback, like the third axiom
of Newton says that every action returns a feedback of equal power
(action and reaction) [19]. This is a contrast to the digital world. Here
everything consists of ones and zeros. Digital data are relative; it is
a certain form of signals or information which are interpreted by the
system. Furthermore in the first instance for non-professional com-
puter users digital data are just everything they see on the screen but
it is much more. The virtual realm creates nearly an infinite pool of
possibilities and the presentation on the screen is just one expression
of it. But it is one of the most important ones, human react on ex-
citability and the sense of seeing is one of the most important ones,
so the visualization became a huge research area. In contrast to that
a visualization of the real world is useless because it gives us already
a visual feedback. Following that, seeing both realms and bringing
them into consideration one can recognize that researchers try to turn
the unreal, digital world into something that is more comparable to the
real world [25]. Once the graphical output was created the contest of
being more natural started. Today it is sometimes hard to say whether
things belong to one or the other realm. Going back to a more physical
point of view: The most important difference between both worlds is
that physical objects give a tactile feedback as mentioned above and
in contrast to that digital objects give back for example visual infor-
mation. That is the main difference. [28, 7] People who watch photos,
for example, can easily sort them, cut them or throw them away. But
beyond he or she does not have to start a machine, the person who
holds the photo feels them and can easily give them to another per-
son. The tactile feedback of memorabilia is an important factor. Once
again regarding the virtual reality on the other hand, we see things that
are impossible to create in a physical only world like the playback of
moving pictures: Even if we get no tactile feedback it is nice to see a
movie in cinemas. It is a middle way that paves the road between both
worlds. As well as the hybrid interaction tries to combine advantages
and avoid disadvantages.

5 USE OF HYBRID INTERACTIVE SYSTEMS BY DIFFERENT
USER GROUPS

With the development of interactive surfaces, hybrid widgets and hy-
brid interaction the user behavior changed very drastic referring the
use of the new systems and computer in general. Regarding users we
can categorize them in many different ways for example by time using
these systems, by aims and know-how levels or as I split them for this
paper: into different working groups.

5.1 Research and Business Users

Research users have a high know-how level and an affinity to those
kinds of systems. The use of systems like desktop PCs or notebooks
became a standard. But there is one remarkable point: The collabo-
ration with these systems is very though to realize, interactive work
with a group of people is even harder to realize for instance when a
single presentation screen and ad hoc alterable data are needed. This
opens the way for hybrid systems which combine collaboration be-
tween people and the precise of research environment. As Ishii and



Underkoffler stated it in Urp [32] users of this group would immedi-
ately use these kinds of system to have a better understanding of what
is theoretically talked about. For example in the case of Urp: urban
planning and its problems. That was the problem of former interfaces.
A graphical presentation on the screen is not comparable to an inter-
active presentation of digital information linked with physical objects
on the surface; a real three-dimensional presentation viewable and al-
terable by a whole collaboration team. The same you find regarding
business users: This user group is locked between a single working
station and a multi-user interface for a better team work. Represen-
tatives of the work are highly impressed by systems like Urp [32],
sources say that they would use so systems for presentation. Other
systems like Microsoft Surface [1] support collaboration. These are
some reasons the research and business group of users wants to work
with interactive systems and hybrid widgets.

5.2 private Users

Generally the know-how level of private users is lower than the level
of professionals and the aim of using interactive displays is another:
These surfaces serve as social collaboration locations in which users
can hang out together e.g. for playing games or exchanging photos.
Interactivity systems offer a lot more ways to be creative in a group.
An example of former collaboration would be the so called LAN-party
where each user had his or her single monitor and data had to be trans-
ferred via a network. New systems like Microsoft Surface [1] support
multi-user interactions that mean: One single screen displays all data
and creates a workspace for a group of people. A wireless data trans-
fer is simple by putting down supported, physical objects, like mobile
phones with Bluetooth, on the table [37]. The user becomes more
active and single computer usage is replaced by interactive usage in
groups. Furthermore the way of input presents a new attraction. Un-
trained users have many differences using mouse and keyboard for
computer control. The change to touch surfaces and the implemen-
tation of physical objects opens new ways and lowers the knowledge
hurdle. That is why we find many trained and untrained private users
using these systems. Because it is something new with an usability and
ease-of-use that exceeds the one of standard graphical user interfaces
that is embedded on desktop PCs. To state it clearly for this group of
users those systems, like the reacTable [17], are much more fun and
a lot easier to handle in contrast to graphical user interface controlled
systems. As an annotation it is notable that from time to time users of
the private group mix up with users of the group stated above.

6 EXAMPLES

In this section I shortly introduce some kinds of hybrid interactive sur-
faces. All examples show a direct manipulation of digital data by using
the screen and widgets as main input device. During my work on this
paper I explored some paradigms of interactive surfaces and each one
creates a specific aspect of interactivity. The following examples are
chronologies:

• Indirect interactions for a direct manipulation of digital data. The
digital shadow of physical artifacts creates the spectrum of using
possibilities. (e.g. Urp [32])

• Using different physical objects as support for precise interac-
tions on interactive surfaces. (e.g. the PhotoHelix and PhotoLens
[7])

• Creating new digital data like music or movies via different in-
puts through physics and fingers to create a rich diversity of ma-
nipulations and to enable a social collaboration system for a play-
ful interaction with the digital realm. (e.g. the reacTable, [17])

• Direct and indirect interactions on screens using physical objects
and fingers as input devices to manipulate virtual objects and
setting-up a collaboration systems for a multitude of places and
people (e.g. Microsoft Surface, [1]).

6.1 Urp: Urban planning tool

Urp [32] is a system that combines interesting tools of urban planning.
The most important questions or problems in this field of research are:
shadow, proximities, reflection, wind and visual space. Urp tries to
connect these problems and finds a solution in form of an interac-
tive tabletop. Some tools the system consists of are the following:
a clock object which represents a certain daytime (shadow problem),
a wind tool which enables a simulated wind (wind problem), road
objects which represents roads or highways near the buildings and a
material-transformation tool that for example can change the facade
of a building from bricks to glass (reflection problem). (see figure 3).
Regarding the wind problem Urp as a weakness: The ”generate” wind
is just a two-dimensional visual presentation but in realty wind as to
be concerned as a three-dimensional influence. With the help of archi-
tectural models and a certain tool on the surface a virtual environment
is created. The planning tool itself is set-up with the help of an I/O

Fig. 3. Changing the digital representation of the facade of from bricks
to glass [32].

Bulb [2] and a visual analyzing system (glimpser and voodoo) [31, 4].
The I/O Bulb is a system that projects high resolution visual output
and at the same time records a live video of the area of projection.
Similar to the construction of Microsoft’s Surface [1] the used tech-
nology is installed below the surface of the tabletop. The system that
evaluates the recorded information is called glimpser and voodoo as
mentioned above. Glimpser on the one hand side tracks colored dots
on the surface of each architectural model, voodoo evaluates these in-
formation and provides a link between individual points to create the
digital form of the model. Urp is a system that combines functionality
with visual expression. Professionals who used the planning system
were immediately convinced by its possibilities. As Underkoffler and
Ishii [32] stated it, they further say that it would be a good learning tool
and that it not just might be used in research: Because the displaying
of all these useful information would be very attractive for business
presentation, too. Non-professional user on the other hand and in ad-
dition to that realized a much bigger field of application: for example
interior design and the location of objects could be supported by the
systems, too. Beyond this all user felt a certain delight using Urp and
they came to the conclusion that it has a very low ”domain knowledge
hurdle” [32].

6.2 PhotoHelix and PhotoLens

PhotoHelix and PhotoLens [7] are both hybrid widgets for the use on
interactive surfaces (as shown in figure 4). These two objects were
designed for a supporting role while working with images. Both have
a supporting role and are used with the non-dominant hand.



Fig. 4. Left: Organizing images into events with PhotoHelix. Right:
Scrolling and zooming images with the help of PhotoLens [7].

PhotoHelix
The PhotoHelix is a metallic knob whose upper part can be rotated. It
supports image sorting using a timeline and ”event folders”. The static
defined virtual shadow in form of a helix representing the timeline is
enabled when the artifact is put onto an interactive surface. In addition
to the helix a window is displayed which serves for sorting the images
and putting them into consideration with events of the timeline. In fact
the position of the widget on the surface is freely selectable. Trough
turning the upper part the user can scroll trough time and he or she
is able to select a special event with his or her pen in the dominant
hand. Opened an event folder the user can further sort, move or change
images.

PhotoLens
In contrast to the PhotoHelix the PhotoLens has a different concept.
Although it is a knob too this widgets serves for a thumbnail preview
of photo piles. Photo piles are a folder metaphor on interactive sur-
faces. The position of the artifact is freely selectable but the position
matters regarding the initialization. When the PhotoLens is put onto
a pile of images a window opens with a preview of all containing im-
ages. In contrast to that: When it is put onto an image-free area on
the surface, the digital shadow will contain a preview folder filled with
the images of the clipboard. The left side of the digital shadow will
be established right below the widget and it contains a scrollbar which
can be used by moving the widget up and down. On the bottom of
the window the user can find a clipboard for easy drag and drop op-
erations. In the middle the user can find the preview of all images.
Beyond this the PhotoLens has another important feature: When its
upper part is turned the preview can be zoomed in or out. This ability
supports the functionality of the object and the non-dominant hand.
The researchers who implemented these two hybrid widget, Butz et al
[7], evaluated the use of both control system as good.

6.3 The reacTable
The reacTable [17] is an interactive table which supports touch inputs
and a tangible user interface to provide live music. The project was
introduced to the audience at the Audio Engineering Society Confer-
ence in Barcelona in 2005. It was designed by members of the Music
Technology Group and consists of an input screen and many different
pucks. Each can be associated with a unique ability, for example the
square shaped ones are audio generators. With putting the different ob-
jects onto the table the system creates music by bringing all inputs into
consideration (see figure 5). Furthermore the user can manipulate each
object by touching its virtual shadow. These shadows contain various
settings like speed, frequency or amplitude. So every displayed data is
relevant for the music provision. This system uses an infrared camera
and a projector beneath the surface for tracking the pucks. The video
input of the camera is handled by the reacTIVision - the reacTable vi-
sion engine - and sent to the audio synthesizer which creates the audio
output and the waveform data for the visual presentation. This reac-
TIVision as core of the whole system is an open source project and
available for the public. Furthermore it is supported by Linux, Ma-
cOS and WIN32 [17]. In figure 6 you can see a reacTable set-up. The
syntax of the software which the tables uses, is easily to understand:
The different shapes are categorized and each one has a special char-

Fig. 5. Bringing different tracked objects into consideration to provide
live music [17].

acter and behavior on the music. In addition the system uses a regular
grammar (type three of Chomsky hierarchy) and the mixing of global
and single affection elements. Regarding these it creates the playful
environment of the reacTable as a live audio provision system. Fur-
thermore and like the Microsoft Surface the reacTable creates a new
way of collaboration. Users can freely interact whether professional
musician or beginner. With the basic knowledge of the input artifacts
the user can playfully create live music without guidance. By sliding
these physical pucks on the luminous surface and taking different set-
tings for each the interaction of more than only one user creates a new
spectrum of interactive music provision. Further studies have shown

Fig. 6. The construction of the reacTable system [17].

that the reaction of ”reacTable musicians” is very positively, the pro-
cess of creating music becomes a play with an ”addiction effect” [17]
like other interactive multiplayer games.

6.4 Microsoft Surface
The Microsoft Surface [1] is a table which includes a 30” LCD table-
top that acts as an interactive surface and was first presented in May
2007. The work on the project started in 2001 and the project leaders
were Andrew Wilson and Steven Bathiche. The whole technology is
set up below the acrylic surface. The user is able to control the product
by touching and with the help of several objects. It has a multi-touch
and multi-user surface with up to 52 finger inputs at the same time and
a detecting system for physical objects like digital cameras, mobile
phones or credit cards. Those objects are detected by the system and
after a ”handshaking process” standard operations are initialized e.g.
downloading all photos of the device. The construction consists of an
infrared camera, a projector and a computer as you can see in figure 7).
The recorded video data, filmed by the infrared camera are evaluated
by the computer system inside and the appropriate answers are sent
to the projector for displaying them. Furthermore physical objects are



Fig. 7. (1) Diffused acryl surface as screen, (2) source of infrared
light,(3) infrared camera, (4) projector [1].

detected by the camera in the same way. The diversity of supported
objects creates the need of differential recognition. [16, 11] For ex-
ample the system is able to interact with an object that have a special
interface like the magnetic strip of a credit card or the wireless LAN
function of a digital camera on the one hand side or tracking objects
which have a tag on the other. In addition to that, the system includes
a lot of interfaces for external, wired, media. The Surface offers a lot
of new possibilities. With its dimensions the product provides space
for social collaboration. The multi-touch and user interaction support
boosts the playful exposure with the apparatus. In addition to the nat-
ural inputs the detectable physical artifacts create a new spectrum of
interactivity in fields of work and social life. A faster and easier inter-
action with digital information of different users is possible and their
reactions referring to the Surface is widely positive [1].

7 COMPARISON BETWEEN DIFFERENT HYBRID WIDGETS

This part of the paper draws a comparison between the different types
of hybrid interactive objects. The presented systems as well as other
interactive surfaces which support hybrid interaction, contain an abun-
dant number of detectable physical artifacts. Because of this rich di-
versity it is advisable to categorize the objects and try to look at them
from different points of view. First of all it is needed to create cat-
egories for comparing the physicals. In that case one has to regard
the most important things of each object. In this work I disregard the
form and dimensions of the embedded artifacts; I rather compare the
actual way of linking them with digital data as result of hybrid interac-
tion. The link between digital data and a physical object is a question
of influence, what changes take place when an artifact is put onto the
surface and what is the response of the system? For example some
objects do not create a visual response, like a digital shadow, when
they are connected. An important question that rises upon the way
of linking is the way of manipulation: Does the object need direct or
indirect human input and in what aspects does it change the system
state? This question is comparable to the first one, it asks for the way
in that the inner status of the system is changed, e.g. does an object
change the state of the system by directly moving it or does it some-
thing on its own without human interaction or interaction on another
object. Furthermore the way of tracking objects plays a role for check-
ing supported widgets against others. As mentioned above there are a
lot of methods for tracking giving inputs but in this section it is more
important to focus at the tracking abilities objects are equipped with.
Alongside the above described possibilities, there exist a lot of ways
for getting the position of objects and identify their kind. Some of
them are: Tagging by using RFID (Radio Frequency Identification)
[33] or NFC (Near Field Communication) [24], using dot systems like
glimpser and voodoo [31] or different other types of recognition in-

terfaces. After regarding the tracking of objects one have to consider
the location on the surface: Does it play an important role where the
artifacts actually are put onto or does they do their job no matter what
their location is like? The last this paper states for drawing a compare
between the objects is the coherence of them on a single system. It
is necessary to ask whether the artifacts work as a single unit on the
construction or do they need other objects to fulfill their tasks. Finally
one can state the difference either the artifact is created for a single
system only, so it can be used by only one system or it is simply an
object of daily use, for example a mobile phone or credit card, which
can be used by more than just one system.

Link between object and digital data
This subsection categorizes the embedded objects by regarding their
actual link to digital data. This paper differs between having an own
virtual surrounding or just having an indirect influence on the pro-
jected information. So we have tabletop systems which support ob-
jects with both interactions methods, an example is Urp [32] where the
model of the building has no direct influence on the system, just as a
tool comes to the surface, a surrounding is created. A counterexample
is Microsoft Surface [1]. The meaning of collaboration and ease-of-
use let it initialize a virtual shadow for each object which is compara-
ble to the following examples: PhotoHelix and PhotoLens [7] and the
reacTable [17]. They try to create a simple usage and a construction of
widgets to get a certain result would be circuitous. Single object us-
ing systems of the first type with no digital surrounding, would make
no sense because hybrid interactivity arises from items which have a
certain effect, without these effects the system would be meaningless.

Way of Manipulation
Talking about hybrid widget, another question we have to consider is
in what ways the objects are actually linked to the system. Either the
widgets generate or can generate an output through moving them or
the objects have a passive, static position. Once the current location
is defined and a change would affect the whole system. Examples
of this group where the moving or rather a fluent interaction of the
object by users matters are PhotoHelix and PhotoLens [7] as well as
the use of styluses [13]. All these system state it clearly: Objects have
to be moved to achieve a certain effect. The objects become direct
control elements. ReacTable [17], Surface [1] and some others are
hybrid systems regarding this point of view work differently. In those
cases it changes from widget to widget whether it plays an active or
inactive role. Taking the reacTable as example one can see that first
the objects are brought into coherence but once music is provided the
system acts without direct manipulation. On the other hand we have
this tabletops which just use indirect manipulation methods, like the
BlueTable [37] or Urb [32]. Here physics are put onto the surface, the
systems reacts and there is no further interaction needed to create a
certain output. For example as we use the BlueTable: We put down
the mobile phone and if the system recognizes it properly the ongoing
interaction is controlled by digital inputs through the surface and no
direct control of the artifact is needed.

Tracking
Another way to categorize hybrid system or rather hybrid widgets is
the way the objects are tracked: What kinds of techniques are used?
Instead of regarding the tracking of the system as describes above, we
are now speaking about the tracking techniques of objects. For the
sake of brevity I differ between the tagging methods and generalize all
other methods to a second group. The standard tagging method con-
sists of a tag which can be doubtless identified by the system. Kinds of
these tags vary and there are techniques like RFID [33] or NFC [24] for
realizing that. But as soon as such a system is realized another question
rises whether tags are truly unique or not. That matters for example at
systems which use everyday items because tags of these objects must
be unique for a clear identification. There would be the need of a new
standard which is always hard to realize. On the other hand tagging for
systems which use their own, just for them, created objects is a simple
and cheap way of tracking. An example for pure tracking by tags is



Category Surface [1] Urp [32] PhotoHelix & PhotoLens [7] reacTable [17] BlueTable [37]

Location doesn’t matter matters doesn’t matter matters doesn’t matter
Way of manipulation direct indirect direct direct direct
Multiple interactions no yes no yes no
Tracking differs tagging tagging tagging visual
Link between realms direct indirect direct direct direct
Object’s life differs single multiple single multiple

Table 1. Categories of hybrid widgets

the reacTable [17] where every used object has a single and unique tag.
The second group instead uses a various number of different tracking
methods. For example Urp [32] uses the glimpser [31] and voodoo [4]
technique for the architectural models where each object has different
colored dots. Another way is the usage of QR Codes which are a two-
dimensional barcode with the help of visual sensor system they can
be uniquely identified. This one is for example used by credit cards
linked with Microsoft’s Surface [1].

Location

As mentioned above the location of widgets can be important for the
work of the system. We differentiate between local bound and local
unbound. As the name state it local bound means the location of the
object plays a certain role and the user have to know that a specific
construction of elements is needed to create a certain result or output.
That category includes all systems which generate their function out
of the position of artifacts. The reacTable [17] is an example which
matches this definition. Here all objects are brought into considera-
tion. A variation of the position of one single object can completely
change the result, in that case the way of live music [17, 32]. Another
example is Urp [32] where the location of the tool is as important as the
location of the architectural model. Because both are drawn into co-
herence to create the output and solving the urban planning questions.
A third example is the physical navigation through interactive stories
as described by Mazalek et al [18], here the position of the physical
objects show the state of the system and they are important for the up-
coming events. On the other hand we have systems where the location
does not matter. The user can freely put the artifacts wherever he or
she wants them to be, as long as they are on the interactive surface
the objects can be tracked. The commercially most known example
for this type is the Microsoft product called Surface [1]. It support, as
described above, a various number of physical object but in contrast
to local bounded physics here it does not matter where the user puts
the items, e.g. a credit card or digital camera is detected whether it
is located in the middle of the table or at one of the corners. Other
examples are PhotoHelix and PhotoLens [7] as well as the Bluetable
(a system that is able to detect mobile phones and creates a wireless
connection) [37].

Multiple Objects

This section has to be split into two different points of view: First we
have multiple objects which stand in consideration to each other and
we have multiple objects which have no special coherence. Several
elements that create one unit are often used at systems which provide
a certain output. As well as the examples of the matter of location we
find the reacTable [17] and Urp [32] one more time in the same group.
Both use multiple objects to generate a solution. Each tool of Urp is
considered by the models as well as every puck of the music table is
brought into coherence with the whole system to generate live music
regarding all types of input (in form of pucks). The second group is
once again filled with supporting objects like the ones of Butz et al
[7] and Microsoft Surface [1]. Even if the Surface does support a rich
diversity of widgets, they do not stand in relation to each other, the
credit card does not matter whether the half-empty glass stands next to
it or on the other side of the tabletop.

Object types

Aside from form and dimension of several objects the hybrid widgets
can be categorized into the group of object which were created just for
the purpose of one single system and the group that included the ones
which have another function like articles of daily use (mobile phones,
digital cameras, etc.). In that case the embedding of the object is a sec-
ondary way of utilization because primary they are independent work-
ing systems. Systems that support this type of objects are often used
as collaboration platforms. They support first of all gadgets which are
used by a various number of people and serve as data storage. These
are objects like special tagged glasses, credit cards or mobile devices
with wireless accesses. An example for supporting the mentioned ar-
tifacts and a lot more is Surface [1] or its antecessor Bluetable [37].
In that case objects have their right to exist not just only because of
one single system. On the other side systems like Urp [32] or the re-
acTable [17] where special created tools and pucks take control of the
output, the extra for their needs created items have no other destiny
than serving this one single system.

Evaluation

This section offers a little round up for the categories mentioned above.
Bringing all single categories, as shown in table 1, into consideration
we see that it is possible to form groups of physical, hybrid objects.

At first one can recognize a link between whether the location mat-
ters or not and if it is about interaction with other objects. The co-
herence between location and number of artifacts is important for the
system and needed for further calculations. Because of the matter be-
tween single items, the item itself and their local dependency is char-
acteristic: Is the object locally dependent or locally independent? Fur-
thermore there is a connection between the way of manipulation and
the link of the actual physical object with digital data. An indirect
way of manipulation generates an implicit link between both realms
and vice versa. So another characteristic is established: direct or in-
direct hybrid widgets. With the help of bringing together the cate-
gories to special characteristics we are able to found groups of objects
for a better understanding of what they do. First there is the group
of local-context objects which stands for location and interaction be-
tween objects on a surface and the second group which was generated
from way of manipulation and the link between realms includes direct-
context elements. These two characterizing groups give us a better un-
derstanding of what kinds of hybrid artifacts belong together and how
a conclusion of the topic can be drawn.

8 CONCLUSION

The aim of the paper is to give an overview of hybrid interaction on
interactive surfaces. First of all and for a better understanding it was
important to state the evolution of interactive displays which headed to
hybrid forms of interactivity. In addition to the history, a review about
the construction and tracking techniques was given to help the reader
understand the following sections. The comparison between the vir-
tual and physical realm is the introduction of hybrid interaction. It has
shown that both worlds are linked in some kinds of ways but each one
has characteristics the other do not have. But for all that the section
pictured that the borders with the help of physical artifacts combined
with digital information more and more fade. Associated to the con-
struction and the behavior in both realms the importance of user group
needs grows. As shown, we can recognize that these systems usually



find use in collaborative working places or as a free-time activity for
more than one person. But primarily they serve as support for interac-
tive demonstrations to get a better view of the topic. After regarding
several examples we found out that there are a lot of ways to create
those kinds of systems and at least there is a big field of opportunities
of their usage. It arranges from data transfer over support gadget for
precise control to live media provision systems. Because there is such
a diversity of objects the last section categorizes them and forms spe-
cial hybrid widgets groups. As stated in the paper some of the charac-
teristics match and it was easy to form groups of artifacts. So we have
the local-context and the direct-context group of utilized artifacts. Ob-
jects can be easily wrapped by these groups and this leads to a better
understanding of the kind each object consists of. A little interview of
students did underline the better understanding of the functionality of
the objects with the help of these created groups. By combining the
most important facts of hybrid interaction on interactive surfaces the
paper attempts to summarize the actual point of research, to give an
impression of the difference between digital and physical world and to
expand the point of view at hybrid items for a better understanding of
hybrid designed systems.
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[31] J. Underkoffler and H. Ishii. Illuminating light: an optical design tool

with a luminous-tangible interface. In CHI ’98: Proceedings of the
SIGCHI conference on Human factors in computing systems, pages 542–

549. ACM Press/Addison-Wesley Publishing Co., 1998.

[32] J. Underkoffler and H. Ishii. Urp: a luminous-tangible workbench for

urban planning and design. CHI’99, 1999.

[33] R. Want. The magic of rfid. Queue, 2(7):40–48, 2004.

[34] M. Weiss, J. Wagner, Y. Jansen, R. Jennings, R. Khoshabeh, J. D. Hollan,

and J. Borchers. Slap widgets: Bridging the gap between virtual and

physical controls on tabletops. CHI’09, 2009.

[35] A. Wexelblat. An approach to natural gesture in virtual environments,

1995.

[36] A. Wilson and A. Olwal. Surfacefusion: Unobtrusive tracking of every-

day objects in tangible user interfaces. Graphics Interface 2008, 2008.

[37] A. Wilson and R. Sarin. Bluetable: Connecting wireless mobile devices

on interactive surfaces using vision-based handshaking. Graphics Inter-
face 2007, 2007.



Interaction Metaphors on Interactive Surfaces

Renata Willi

Abstract—Over the past years interactive surfaces have emerged as a helpful tool for co-located collaborative tasks. Out of this
latest kind of group-working new challenges arise for designers of user interfaces (UI). The aim of this paper is to demonstrate
why interaction metaphors are so important for an easy Human-Computer-Communication. It also points out the essential steps
of designing new metaphors. Additionally in the main part of this article various examples of interaction metaphors on interactive
surfaces are described and illustrated.

Index Terms—interactive surfaces, interaction metaphors, user interface, digital whiteboard, tabletop system, DiamondSpin, paper
metaphor

1 INTRODUCTION

Besides the improvements of usual Desktop computers and laptops,
interactive surfaces have been developed.

Interactive Surfaces are high-resolution, large-screen, multi-touch
displays, which can assume different kinds of shapes and arrange-
ments. The most common examples of interactive displays are ver-
tical digital whiteboards like the SMARTBoard or horizontal interac-
tive tabletop systems like the Microsoft Surface. Some extraordinary
instances are the ball shaped Microsoft Sphere or a cylindrical multi-
touch interface (see figure 1).

Fig. 1. (a) SmartBoard [20], (b) Microsoft Surface [22], (c) Microsoft
Sphere [14], (d) Cylindrical multi-touch interface[19]

Recent developments in display projection have brought the costs
of such screens to a level where they can be utilized to support a wide
range of everyday activities.

Due to the increased size, large display screens enable a group of
people to have a look at the same visual space. As there is only one
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screen and the interactive surface is input and output device at the
same time the group shares only one single copy of a digital document,
which is manipulated directly. So everyone has the same version of
it. Consequently interactive surfaces can support both, distance and
face-to-face teaching as well as the collaboration, coordination and
organization in meetings and discussions. [2]

There are some great differences between common Desktop PCs
and interactive surfaces:

• Interactive surfaces are multi-touch facilities. It is also possible
that one user has more than one control point at the same time,
for example two fingers. In this case it is very important that
each user can be identified by the system.v

• Most of the time users interact directly with the system as they
would with ordinary whiteboards or papers lying on the table,
this means by fingers or digital pens and gestures and not with a
keyboard and a mouse.

• ”Group work frequently involves transitions between periods
of active collaboration and periods of individual activity.” [16]
Thus the user interface should provide both private and shared
workspaces to encourage simultaneous and parallel problem
solving.

To meet all these requirements the designers have to ”rethink the
traditional single-user interface”. [6] It is not suitable for multi-touch
surfaces. But the real big issue is to let the interaction with a digital
user interface disappear and become a part of the human-to-human
communication. To face this kind of task UI-designers try to invent
new interaction techniques which are specially created for the use on
interactive surfaces.

2 USER INTERFACE METAPHORS

The question is what exactly are metaphors and why are they so im-
portant? The general term metaphor is derived from the Greek word
metaphrein which means to transfer. [7] So you can say metaphors
are ”mappings from one domain to another”.[13]

In computer science metaphors are significant components of the
user interface like icons, images, structures or processes. Their goal is
to make Human-Computer-Interaction more easy and effective. They
are well-designed when the user immediately knows how to interact
with the user interface without the help of any tutorials.

To achieve this purpose UI-metaphors work with concepts which
are familiar to the user. More precisely this means interaction tech-
niques imitate the look and functions of well-known everyday items.
In this way users can transfer their knowledge from their daily lives
in order to understand new technologies. This method should reduce
novice users’ confusion and anxiety towards an unfamiliar environ-
ment and increase ease of learning, memorization and usability. ”By
reducing operational complexity, users may be able to achieve greater



initial productivity.” [13] This means better quality of work in less
time.

One of the most famous and wide spread interface metaphors is the
single-user Desktop Metaphor. It treats the monitor of the computer
as if it is the user’s desktop. For instance, documents and folders with
documents can be placed, opened, manipulated and closed in the UI-
desktop, similar to real life desktops or documents can be deleted by
dragging them into the trash can. This can also be compared with the
reality of throwing paper into the rubbish bin, unless it is usually not
placed on the table.

But as mentioned before this kind of single-user interface does not
comply with the requirements of interactive surfaces. New Interaction
metaphors should be designed.

3 DESIGN OF NEW INTERACTION METAPHORS

Before creating a new interaction metaphor the designer has to ana-
lyze the interactive environment and identify its problems. This means
items, structures, processes or navigations which seem to be confusing
or inappropriate should be detected. [13]

Such misunderstandings in Human-Computer-Interaction may oc-
cur for several reasons:

One is that the metaphor could be quite old, so that the context of
the metaphor may have changed over the past years. Consequently it
does not fit for its purpose any more and should be replaced. Otherwise
the users’ confusion may lead to errors and performance losses.

One example of such an ancient metaphor is the image of the tele-
phone, which has changed remarkably over the time. Back in the be-
ginning and the middle of the 20th century the early telephones had
a speaking tube and a circular dial, like it is shown in (picture (a) of
figure 2). If you have a look at modern phones, you recognize that the
speaking tube has disappeared and the circular dial turned either into
push- or touch-screen-buttons, for example on Apple’s iPhone (see
picture (b) of figure 2). Today you do not even need any physical de-
vice which slightly looks like the ancient phone. One example is the
Internet-PC-phone Skype (see picture (c) of figure 2). However, as you
see in the (pictures of figure 2) the telephone headset has still survived
in many pictographic symbols. Nevertheless the availability of tele-
phones in other forms and devices show the gradual disappearance of
its earlier image as an icon reference and the eventual unreadability of
the traditional phone metaphor. [13]

Fig. 2. (a) ancient telephone [21], (b) Apple’s iPhone [3] [4], (c) Internet-
PC-phone Skype

After this procedure the designer has to find solutions to the prob-
lems. He searches for new possible and more appropriate metaphors
in the real world. During the creation process the designer always has
to have in mind the consumers’ needs.

The Technology Acceptance Model (TAM) presented by Davis [8]
describes the important variables which determine the acceptance or
rejection of new technologies. Davis says a system will be accepted
by the end users, if it satisfies at least two features:

• Perceived usefulness, is defined ”as the degree to which a person
believes that using a particular system would enhance his or her
job performance.” [8]

• Perceived ease of use, is defined ”as the degree to which a per-
son believes that using a particular system would be free from
effort.” [8]

An example to state Davis’s theory is a staff meeting. The main fac-
tor to be considered is time. People would only apply an application,
if they believe it helps them perform their job better (Perceived use-
fulness). Even if the given application is useful, people under pressure
would never use a system, if they do not immediately understand how
to handle it (Perceived ease of use). Besides the focus in a conference
should not be on dealing with the technical system but on finding the
solution of the meeting’s discussion.

To create well-designed metaphor some guidelines derived from
[11] has to be taken into consideration:

• ”Choose metaphors that provide concrete images”: Metaphor
images should be explained by the icon itself, for instance every-
one knows, without a doubt, what a trash can is for.

• ”Metaphors should not rely on mere appearance”: A concept
should not just have the appearance of the real world object, it
also should behave like it. This means it should have the same or
similar relationships as metaphor like the real world object.

• ”Try to get as close to the original as possible”: But metaphors
are limited, so designers has to add some unique features and
properties to the context of the given metaphor which often goes
beyond the real-world object’s functionality [13], for example in
the desktop metaphor we find menu and task bars which have no
counterpart in the real world. Even the trash can is actually not
on the desktop.

• ”Metaphors also do not have to be complete, but interfaces
need to provide adequate clues to users”: Leaving out less im-
portant concepts or changing them slightly may not significantly
affect usability.

• ”Be aware of culture-specific metaphors and concepts”:
Metaphors are used to appeal to aesthetic taste and self-image.
At this point it is very crucial to know who the consumers of
the metaphor are. Several characteristics like age, gender, pro-
fession, national or regional group have to be observed to design
the style of the metaphor. Otherwise the new metaphor does not
enjoy widespread recognition. For example, you have to develop
a metaphor where the customers are business men. You can ei-
ther choose between a pictographic, a cartoon or realistic style
for the metaphor. Actually, the business people would prefer
realistic images because they can identify themselves with the
metaphor’s style whereas the other two options do not have a se-
rious enough look for them. [13] On the contrary, if you would
have to design a metaphor especially for kids, you may have cho-
sen differently.

• Metaphors not only adequate for one special purpose: It
should be used in various situations. The reason is, the more
a person works with a new unfamiliar interface the better he gets
to know it. This is especially important for people who have to
handle the system even in very high pressure circumstances like
decision making in disastrous situations. [1]

At the end of every creation process you have to evaluate the new
generated metaphor in a user study in order to get to know what the
consumers think about its usability. According to the users’ statements
you can improve the metaphor in a second evaluation circle.

4 EXAMPLES OF INTERACTION METAPHORS ON INTERACTIVE
SURFACES

In this chapter the theory of creating new interaction metaphors will be
illustrated with some practical examples. These metaphors are devel-
oped to improve in particular the Human-Computer-Communication
on interactive surfaces. The instances are categorized according to
what kind of surfaces they are used on, either on horizontal or vertical.



4.1 Horizontal Interactive Surfaces
Although technologies like Skype and other videoconferencing appli-
cations are being introduced in users’ workplaces, face-to-face com-
munication remains still extremely significant. Horizontal interactive
surfaces like tabletops ”provide a convenient physical setting for peo-
ple to meet, chat, look over documents, and carry out tasks that require
face-to-face collaboration” [6] as you can see in(figure 3).

Fig. 3. (a) meeting around a real table, (b) meeting around a digital
tabletop [18]

First of all we have to define some additional requirements derived
from [10] which have to be considered in user interfaces particularly
for interactive tabletop systems:

• The meeting members sit around the table facing each other.
Thus they have different views on the display as you can see in
(picture (b) of figure 3). Therefore it is important that a tabletop
UI allows arbitrary document orientation.

• A problem which emerges out of arbitrary document orientation
is that the user interface should distinguish between rotatable
(e.g. documents) and rotation-sensitive (e.g. menu bars) com-
ponents

• As mentioned in the beginning of the article, interactive displays
are quite large screens. So there are areas and workspace items
which can not be reached from every position around the screen.
Besides, reaching across the table may lead to territoriality issues
during collaboration. This means it is socially awkward to reach
across other persons’ work or into other persons’ workspaces.
Therefore tools for document duplication, sharing and passing
are necessary.

• Another unique feature of tables, which have to be taken into
account, is that they do not have a fixed size or shape. They even
do not always have a fixed number of persons sitting around it
on fixed positions. As others join and leave the group people
may move round the table and adjust their seating arrangements.
For this purpose it is very important that the private and public
workspaces are adjustable within the user interface.

• The users need to work with the documents on the table and
manipulate them. This usually happens inside their personal
workspaces. Actually these personal workspaces on their own,
just need a single-user interface, because only one person works
in it. Here the common Desktop metaphor can be used with its
manipulation tools.

To satisfy all these demands the user interface needs many different
kinds of tools and applications. Not to disturb the users’ communi-
cation the designers should pay attention that the switching from one
activity to another would be fast and easy. [17]

4.1.1 DiamondSpin Application
The DiamondSpin Toolkit with its own DiamondSpin API is not an in-
teraction metaphor itself, but it is often used to implement multi-user

interface prototypes for tabletop systems very quickly. At the moment
DiamondSpin is freely licensed for academic researchers to enable
more people to develop and explore new interaction metaphors and
so boost the improvements in UIs for interactive surfaces. Therefore
to be platform independent the DiamondSpin framework is written in
Java/Swing.

This toolkit solves the problem of arbitrary viewing angles, because
it is based on a Polar- and not on a Cartesian- coordinate system, which
has only one common direction of orientation for its visual objects.
This kind of coordinate system enables an easy rotation of visual com-
ponents as well as the rotation of the entire tabletop surface.

One problem goes hand in hand with the rotation of items. The sys-
tem has to make a difference between rotatable and rotation-sensitive
parts of the screen. The solution is a multi-layer architecture. The low-
est layer contains non-interactive components like menu bars or maps.
The topmost level controls the few active components which are cur-
rently receiving user events like passing or rotating a document.

This kind of architecture simultaneously solves another multi-user
interface problem - the performance and response time on users’ input.
As all users interact with the surface at the same time, the system may
have some performance issues while re-freshing the screen. Most of
the time only currently active components have to be updated. This
means just the topmost layer has to be repainted frequently, while the
other layers remain the same.

DiamondSpin already implements various important features to
face tabletop challenges such as color coded frames to distinguish be-
tween different window owners, assumed the tabletop system provides
user identification information. It also supplies relocatable and non-
modal menu bars for adjusting the seating arrangements of users and
various sizes and shapes of different tabletops. The rest of the table
remains public area. At least it also supports free-hand annotation
mechanisms. [18]

The following four interaction techniques [16] were prototyped us-
ing DiamondSpin:

Fig. 4. (a) Release, (b) Relocate, (c)Reorient, (d) Resize [16]

• Release: In (picture (a) of figure 4) you see that user A holds an
electronic document. User B wants to take it away. He only will



get the document, if user A releases it, otherwise it will remain
in users’ A property.

• Relocate: As there are personal and public areas on the table
documents can be associated to each region. If a document is
moved into a public area it will turn to public mode, while mov-
ing it to a user-owned region makes it private. You can not only
relocate surface components but also assign and relocate private
areas. By touching the tabletop surface, the area closest to the
user appears as his or her private workspace. When leaving the
table the user can double-tap his or her private region to make it
public again. Thie procedure is illustrated in (picture (b) of figure
4)

• Reorient: This tool allows changing the orientation of digital
documents like real-world documents lying on the table. The
orientation of the document defines its mode. If a document is
oriented towards the center of the table, it is public. But if it is
looks towards the outside to the user who owns it, it is transferred
to personal mode. (picture (c) of figure 4)

• Resize: With this technique a user can gain a document. Reduc-
ing a document’s size smaller than a threshold, makes it private,
”while enlarging it opens it to public access.” [16] All of these
four tools secure that only one person is able to manipulate a
document. Therefore conflicts between different versions cannot
occur. (picture (d) of figure 4)

The following two applications are also implemented with the aid
of DiamondSpin.

Table For N - A small group of people (two to four) are sit-
ting around a digital tabletop system and sketching, manipulating and
browsing various types of documents, including text, html, images
and video clips, with Table For N. But this application only provides
maximum five different polygonal views on the display (four private
workspaces and one shared workspace in the center of the screen
which is illustrated in (picture (3) of figure 5)). Every person can use
this tool to achieve a perfect orientated view on his current document;
workspace rotations of a value of 45, 90, 180 and 270 are also possible.
[18]

Poetry Table - as you can see in (picture (2) of figure 5)is an educa-
tional game which allows up to four simultaneous players to combine
a set of English or Japanese word tiles to create a poet. These tiles ro-
tate automatically to face each side of a rectangular tabletop. If there
is a huge request of a popular tile it can be easily duplicated by pop-
up menus supported by DiamondSpin. It is also possible to make a
screenshot of the game to save the poems. [18]

4.1.2 Paper Metaphor
People in group meetings typically use pencils and papers for activities
like brainstorming or discussing. In order to facilitate the transition
to tabletop systems, the same intuitiveness as using paper should be
offered for using digital documents. To achieve this aim characteristics
of paper like folding can be used to create new interaction techniques.

The following two metaphors are based on this paper metaphor.
They are called peeling and slots. As mentioned before, the Diamond-
Spin toolkit is used to quickly create user interface prototypes. Peeling
and Slots are also one of those DiamondSpin based metaphors. [6]

4.1.3 Peel Metaphor
The peeling metaphor allows the user to fold a digital document like
a real piece of paper. While this document is peeled the user can see
the other UI-components lying underneath. This method can be used
to re-organize the users’ workspace and to make room for other items.
The folded state is only temporary, while the user needs the extra space
for working.

As this interaction technique is new for the consumer, the handling
of it needs to be obvious and natural. On the one hand this is important
because this method can be applied to almost every type of document.
On the other hand it is not very functional to hide its activation by

Fig. 5. (1) Rectangualar tabletop with continuous document orientation,
(2) Poetry Table, (3)tabletop with four private and one public workspace
in the center, (4) rotatable circular tabletop [18]

some complicated gesture. According to the Technology Acceptance
Model the users will not search for it, when they do not immediately
understand the usage and handling of the new technology.

There are three ways proposed to activate the peeling, which are
demonstrated in the three picutres of (figure 6):

1. The user can drag one edge of the document in order to fold it
in the direction where he makes a movement. The other corner
has to be static. On the surface the static corner is illustrated by
a pin, the four arrows show as usual the location of the moving
point and the grey lines indicate the user’s movement (see left
picture of figure 6).

2. You can not only peel the edge of a document but also its borders.
As you can see the document can be peeled in any shape you
want. You can also peel it more than once (look at the middle
picture of figure 6)

3. The third interaction mode happens automatically to avoid colli-
sion. When a document hits an obstacle such as another item or
the border of the table, the document peels itself like in the (right
picture of figure 6)

Fig. 6. The three methods of peeling a document [6]

Going a little bit further you can use this peel metaphor as well for
grouping and classifying numerous documents. As a result the pile
can be moved, rotated, zoomed or easily exchanged with others as a
whole like a single document.

In real world such piles surrounded by a folded piece of paper can
be found on many desks similar to the one in (figure 7).This informal
way of piling documents is complementary to the folder system. A
pile can assume two different states: one when a pile is created and the
other one, when the documents of the resulting pile are manipulated.



In the first phase there are two techniques to make a peeled pile:
Either you fold the pile handler first and put some documents into it
or you make a pile of documents and put a pile handler around it. As
you see, it works like in the real world. It is important to give the user
a clear feedback that tells him which document is about to be piled.
But it is also vital for the user to know which pile is about to receive
a new document. This information is then essential for the user, if
he actually does not want to pile the currently holded document or
changes his mind before piling.

In contrary, we need to break with the metaphor in the second phase.
As we work with digital data we can use the information, documents
carry such as metadata and document type. According to this informa-
tion tasks can be performed on the piles, for instance a stack of images
could launch a slideshow or a pile of graded homework can calculate
the mean value of all grades and display them in a chart.

The metaphor can be dissolved by moving a piece or a group of
documents out of the pile handler or by removing the folded handler.
[6] [9]

Fig. 7. Physically and digitally piled documents [9]

4.1.4 Slot Metaphor

The slot metaphor can be compared to a lot of different kinds of slots
in the real world, for instance a letterbox, a copy machine or a paper
shredder. These metaphors are easy to understand because they have
the same effect in both the digital and the real world.

For example, the letterbox slot provides a good opportunity to meet
the need of spreading documents. Elements can not only be transmit-
ted from one side of a table to the other but also between two differ-
ent tables by addressing the right person on the right tabletop. This
also solves the problem of moving or getting elements to or from an
unreachable area of an interactive surface. The copy slot duplicates
documents and the shredder slot deletes elements.

The interaction with the slot metaphor is quite intuitive (see figure
8). You have to move a document over the gap and activate the slot by
pushing a button. Otherwise it would be possible to pull a document in
a slot even if the user does not want to use this slot. He just moved the
document accidently over the slot. Not only sending but also receiving
a document happens on demand. The special feature when getting a
document from someone is that the item is flipped during transmission
and is correctly orientated on the receiver’s side.

Fig. 8. Sending and receiving a document with a letterbox slot [9]

But there are also not as obvious slots as the letterbox. Be-
sides, free-hand annotation mechanisms can be improved by the slot
metaphor. It could be used either to erase annotations or change their
color or recall old ones or reveal colleague’s annotations. [9]

4.1.5 Interface Currents
Interface Currents are a fluid interaction technique and can be seen as
flexible containers for surface items. The elements inside containers
are moved by a controllable flow along a path inside the area of the
container. This enables intuitive organization and sharing of digital
data. Real world metaphors for Interface Currents are for example
(see figure 9):

• Conveyer belts in Sushi restaurants to distribute food to cus-
tomers seated at various locations next to the Sushi bar

• Luggage carousels at the airport to distribute the luggage among
the passengers.

• Lazy Susans which are often found in Asian restaurants to share
food at a table but also applied to kitchen cupboards to have a
bigger storage room.

Fig. 9. from left to right: conveyer belt at a sushi bar, luggage carousel
at the airport, Lazy Susan in an Asian restaurant and a carousel in a
kitchen cupboard [10]

As the name implies, Interface Currents look like fluid currents with
a continuous onward movement. Therefore they can be determined by
its flow and path. The flow has a specific direction and speed. Both
values can be adjusted by the user by interaction with the interface.
A current flows along a path and is surrounded by some boundaries,
which defines the currents shape and size. These two variables can
also be controlled by the user. Workspace items such as documents
and images can be placed on the Current and be affected by its flow.

Currents can be re-located everywhere on the screen. They can
even be positioned so that they are only partly visible on the display.
The flow can be used for scrolling so that all items can be seen some
time. This kind of current is comparable with a carousel in kitchen
cupboards. There are two main types of Currents. On the one hand the
so called pools and on the other hand the streams. You can see both
of them in (figure 10) They are not only different in their appearance,
they also support various types of interactions and tasks. Pools are
like Lazy Susans and have just one exterior boundary. By default the
border of the pool is a circle. But it is adjustable to any shape by
touching and moving its boundary control points. A pool can also be
extended or shrunk as well as arbitrarily re-located. In pools items are
oriented so that the elements inside are always looking to the outside
boundary. Once the pool is rotating the items follow the outer border,
as well as their orientation. Pools provide either areas for the group to
share their documents or for personal storage spaces. Storage spaces
hold many personal items to provide a clean workspace. Streams are
similar like rivers or conveyer belts. In contrary to pools, streams have
both, an exterior and an interior border, which can be again adjusted
with the aid of the boundary control points. Items move parallel to its
boundaries. The elements’ size is adjusted to the width of the current
at every place (look at picture (a - c) of figure 11). Streams can be
stretched out over the entire tabletop surface. So the items flow nearby
all persons, so that everybody at the table has good access to them.

Interaction with Interface Currents:

• Manipulating the currents’ borders by its boundary control points
(picture (a + b) of figure 11)

• Manipulation of the current’s position. A current can be moved
to any location in the workspace even partially outside the sur-
face by simply touching and dragging its outer border. If an In-
terface Current is used as personal storage area, it can be reason-
able to move it partly out of the working area in order to save



Fig. 10. from left to right: conveyer belt at a sushi bar, luggage carousel
at the airport, Lazy Susan in an Asian restaurant and a carousel in a
kitchen cupboard [10]

some space. But if it is used for collaborative storage, it should
be positioned either as pool in the center of the table or as cur-
rent which flows around the table so that everybody has perfect
access to the items. (picture (d - f) of figure 11)

• Adjusting the flow of a current. You can change the direction of
the flow by touching inside the boundaries and giving the flow a
new direction. The length of your movement will determine the
speed of the flow. With a brief touch inside the Current the user
can stop it. With another brief contact the flow starts again.

• More than one Interface Current in the workspace. These cur-
rents may overlap sometimes, but the items of both currents
would not mix up.

• A user can put into and remove elements from an interface cur-
rent. If the Current is empty, the flow is not visible.

• By double-clicking on a folder, it is transferred to a current. This
enables users to share the content of a folder more easily among
each other.

Fig. 11. Interaction with Currents: (a + b) adjusting a stream’s shape
both inner and outer boundary, (c) adjusting only the inner boundary of
a stream, (d - f) relocationg a Current (pool) [10]

All in all Interface Currents facilitate through the combination of
motion on demand and high degree of flexibility, information sharing
and access on large interactive tabletop surfaces. It also supports the
teams’ mobility in a very easy way.[10]

4.2 Vertical Interactive Surfaces
Vertical interactive surfaces have a stronger presentation character
than horizontal ones. They enable the presenter to share one visual fo-
cus point with the audience. Therefore these kinds of screens can eas-
ily be used to support teaching, both face-to-face and distance learn-
ing, as well as business presentations. Most vertical interactive sur-
faces use the whiteboard or blackboard metaphor as you will see in
the nex paragraphs. [2]

4.2.1 eChalk / Chaklets
eChalk is a user interface for digital wall displays. It is based on
the old-fashiond chalkboard metaphor. Like a common chalkboard
it can be used in lessons. As the teacher writes the ideas of the lecture
on the board by hand, the pace of the tutorial is much slower com-
pared to presenting materials on prepared slides. This is an advantage
for the students, because they are not overwhelmed with too rapidly
presented information. This often results in a deeper understandings.
Nevertheless eChalk is an electronic device. Therefore it has all possi-
bilities to display multimedia-objects like video streams to enrich the
lessons. Another great convenience is that all actions on the board can
be tracked easily. The recording is not only limited to the screen, but
can also capture the teacher’s voice. This is the reason why this kind
of technology can be perfectly used for distance teaching as the record
can be watched both as a live stream and as a replay. JavaApplets can
also be shown on the board to demonstrate difficult processes for ex-
ample in mathematics. But it has to be taken into consideration that the
whole lesson is transferred over the internet, where not every student
has access to a high bandwidth transmission, which the presentation of
complex JavaApplet require. Therefore a new kind of application has
to be invented, which is based exclusively on board strokes - Chalk-
lets. ”They are, as the name implies, very similar to Applets, in the
sense that they are small Java applications dynamically embedded in a
host application.” [12] The Chalklet Framework can be compared with
the DiamondSpin Toolkit. Developers who are interested to create an
new Chalklet application can download the framework from website
of the free university of Berlin [5].

To demonstrate what kind of possible application can be imple-
mented, here are some examples:

• Python interpreter Chalklet - algorithms and programming can
be taught interactively on an eChalk board. The Python Chalk-
let accepts handwritten Python commands which are recognized
and interpreted by the Chalklet as you can see in (figure 12)

• Graphical simulator for logic circuits - the user draws the cir-
cuit onto the board. Every different items have various colors,
which gives a visual feedback to the user. The application rec-
ognizes the different symbols for the logic gates and, or, not,
multiplexer and demultiplexer. For simulating the sketched logic
circuit, there are two possibilities. First, to start the simulation
by drawing a one (high) or a zero (low) near a logic level input.
The system sets the nearest input of the circuit to the correspond-
ing state. Alternatively the user can also push the Button ”RUN”
to start the simulation. (figure 12)

Fig. 12. Two Chalklet applications: left: Python interpreter, right: Graph-
ical simulator for logic circuits [5]



As you see in both Chalklet pictures the chalkboard look-and-feel
was retained. On the one hand to keep up with the old-fashioned chalk-
board and on the other hand low-level graphic objects do not need as
much bandwidth as high-resolution illustrations. [5]

4.2.2 Tivoli Application
Tivoli is an electronic whiteboard application which runs on the pen-
based Xerox LiveBoard. As it simulates whiteboard functionality, it
naturally offers scribbling and erasing interactions, but it is also pos-
sible to edit material by gesturing, which are interpreted pen strokes.
The specialty with Tivoli and its gestures is that scribbling and gestur-
ing are separate modes, so that any kind of ink stroke can be drawn
without any predefined gesture strokes.

Unlike a whiteboard it also provides interaction techniques for or-
ganizing and rearranging materials as well as for managing the board
space. They are quite useful, because ides do not arise as a whole at
once. It is usually worked out step by step. Another important feature
is the UNDO-functionality. Users can write on the board without any
fear, knowing that they can back up, if they have to. By this Tivoli
encourages informal and fluid communication in group meetings.

Tivoli has a single surface approach. This means the board has just
one surface. Thus objects cannot be hidden by overlapping surfaces.

As the digital whiteboard is an electronic device, there are unlimited
scrollable pages. But it is more important how much material (ink
strokes, gesture strokes, characters and icons) is visible at the same
time. To use the board space efficiently the users can group materials
into categories and treat them as a unit. Materials are grouped together
by creating and manipulating boundaries and divide the visual surface
into distinct regions. As you see, Tivoli techniques are based on ”direct
manipulation of boundaries and the implicit recognition of regions.”
[15]

The following paragraphs describe several Tivoli interaction tech-
niques for the organization of materials on the board:

• Basic selection and editing - Selecting objects on the board is
easy and intuitive to handle. The user has to surround the de-
sired objects with a gesture stroke to select them. These selection
loops are only temporary boundaries, which can be altered. To
reshape a selection, the gesture must begin and end on the loop.
Between these two contact points the loop is modified either to
the outside, called bump, or to the inside, called bite (figure 13).
Tivoli facilitates the basic editing operations like move (drag ges-
ture), copy (gesture like a ”C”) and delete (pigtail gesture). To
make some room on the board scaling operations are advanta-
geous.

Fig. 13. ”A freeform selection loop is altered by a bump gesture to in-
clude new material” [15]

• Structured borders - As mentioned above, the organization of
the board is managed by arbitrary borders as you see in (fig-
ure 14) The user can generate a border with a horizontal- or
a vertical-line gesture. Borders can be manipulated with the
same gestures as materials. The tap-gesture selects a border, the

pigtail-gesture deletes borders and the drag gesture moves bor-
ders, but only until it hits an object. This prevents a user to move
objects accidently to different regions. But if objects are moved
inside a region, the borders are adjusted to the new space the ob-
jects need. Similar to borders are gaps, which proved to be useful
to insert items into already written lists. A gap is also created by
a horizontal- or vertical-line like a border (look at figure 15)).
The question is how the system can differentiate between a gap
and a border. A border is only drawn when there is already a gap.

Fig. 14. Structured border is selected. Cannot be moved beyong the ”g”
in ”Hong” or the ”N” in ”NeyYork” [15]

Fig. 15. Horizontal-line gesture creates a horizontal gap [15]

• Freeform enclosures - These structures are to group objects re-
ally fast, when the user does not want to tessellate the whole
screen. An enclosure is created by just drawing a stroke. Thus
it is like a graphical object, but it groups the inside objects to a
region. An enclosure can either be selected by a selection loop,
as described before, or just by a tap on its stroke. Afterwards it
can be dragged with its content along the board. Of course, en-
closures can be altered. This works just as the gestures altering
selection loops. But enclosures can also be splitted (back-and-
forth gesture) or fused (loop gesture which cuts through the de-
sired enclosures). Enclosures can also have relationships among
each other.

• Collapsible annotations - Users often make annotations to keep
something in mind. But annotations take lots of space from
the board, although it is not important to see them all the time.
Therefore annotations in Tivoli are collapsible. They can be min-
imized into a footnote by a balloon gesture. A Double-tap on the
footnote displays its content in an overlay. These procedure is
shoen in (look at figure 16))

5 CONCLUSION

In this paper I explained why metaphors are so vital for a good user
interface. As the technology of interactive surfaces is quite young, it
is not seen quite often in daily life. The usability of such interactive
surfaces is still not good enough to use them for serious tasks. By
now, those kinds of surfaces are merely used to look at pictures. But



Fig. 16. (a) Ballon-gesture shrinks the selection into a footnote, (b + c)
Double-tap on the footnote displays its content in an overlay, (d) ”Insert”
inserts the contents into the list [15]

there are lots of different attempts to create and establish new inter-
action metaphors for interactive surfaces to change the status of this
technology. However, it will take its time, as there are hardly any user
evaluations, yet. But with toolkits like DiamondSpin and Chaklet re-
searchers are on the reight way, because these frameworks enable fast
prototyping and evaluation of new ideas and thereby reduce the devel-
opmental time.
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Interactive Displays for Creativity Support

Felix Lauber

Abstract— This paper presents an overview of research projects in the application field of creativity supporting environments using
interactive displays. Interactive displays are very suitable for collaborative working processes. This is the reason why the main
emphasis of both, this paper and the research projects referred to, lays on creative processes executed within a group of users. The
design of systems which support creativity is very challenging. This applies especially to systems that support collaboration at the
same time, as group working processes can be very dynamic and complex. Designing such a system means to consider the support
of creativity itself as well as the assistance of group related processes like conversation and discussions among the participants, the
spatial dispersion of the users or different phases in group work.
This paper tries to enhance the comprehension of the problems system designers are confronted with. Therefore we present five
attributes of applications supporting creativity by using interactive displays. Each attribute is introduced by giving two representative
implementations in research projects in order to provide a possible solution at the same time. In detail these attributes are the
separation of shared spaces and private spaces, the fast, direct and concurrent interaction by all contributors at any time, the direct
communication link of participants among each other, the physicality of objects and the automated support of browsing and structuring
information.

Index Terms—Creativity, collaboration, interactive environments, displays, overview

1 INTRODUCTION

Creativity supporting environments can be used in a wide range of ap-
plication scenarios, for example product development, business meet-
ings where ideas are presented and discussed with other colleagues
and all occasions where collaborative problem solving can enhance
the quality of work.
The design and development of user interfaces, applications and sup-
porting hardware is a challenging task and there is much ongoing re-
search in this domain. In order to improve traditional creative pro-
cesses there is the attempt to integrate digital technology in non-digital
working processes already established, like for example brainstorm-
ing. Hilliges et al. stated that the goal should be the joining of the
advantages of digital technology - like for example persistent data stor-
age, easy information access and the possibility to navigate backwards
in the working flow - and those of interpersonal communication and
interaction[4].
Shneiderman separates a creative process into four phases: Collect,
relate, create and donate[12]. In the first phase the user tries to find
information related to his task, for example in the web, in databases or
in libraries. In the second phase he consults peers and mentors to dis-
cuss the topic and get even more information on it. The create-phase is
the phase where the user is really creative in the common sense: Shnei-
derman suggests actions like thinking by free associations, exploring
solutions-what-if tools, composing artifacts and performances and re-
viewing and replaying session histories assigned to this phase. In the
last phase, the donate-phase, the results of work are disseminated and
presented to others.
The focus of this paper are applications supporting creative processes
by using interactive displays. Interactive displays seem to be very
suitable not only for creativity support but also to support collabo-
ration activities among several users. Reasons for this are probably
the possibility of visualizing information in a way that many people
can attend, the intuitive interaction possibilities and that they are not
constraining the users from moving and communicating freely. That
is why most of the applications presented in this paper not only in-
clude collaboration modes but are mostly based on the idea of being
creative within a group of people. A very good example of an applica-
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tion supporting several typical collaborative working scenarios, is the
iLAND-project[13]. This project interprets the idea of collaboration
in a very comprehensive sense: collaboration is not only possible with
many people working on one device but also the different system com-
ponents are designed in a way that the full system capabilities would
not be fully developed until the components are connected with each
other and used together.
In this context we tried to elaborate five typical attributes which are
considered as being necessary or at least extremely useful for applica-
tions supporting those processes in a way which increases the produc-
tivity of each participant. This can happen in augmenting the quantity
and quality of the achievements of each participant but also in improv-
ing special group related processes like communication and discussion
in general or the selective support of several phases of group work.
While the first three attributes are considered as being useful for col-
laborative processes within a group of people in general, the last two
are supporting creative processes technologically. These attributes are
in detail the separation of shared spaces and private spaces, the fast,
direct and concurrent interaction by all contributors at any time, the
direct communication link of participants among each other, the phys-
icality of objects and the automated support of browsing and structur-
ing information.
Each attribute is introduced by presenting two applications which im-
plement the attribute and thus can help to explain it.

2 SHARED SPACES AND PRIVATE SPACES

During collaborative creative working processes users enter different
working phases. Hilliges et al. differentiate between a generative
phase, where users create their ideas on their own and a structural
phase, where ideas are presented to the other members of the working
group, being discussed and structured[4]. Consequently developers
of creativity supporting applications try to facilitate the performance
of these phases directly within the application. Introducing dedicated
spaces, one for each of the phases, is an approach one can find in many
creativity supporting applications. This applies especially to applica-
tions using interactive displays, as users have different requirements
to the display according to the active working phase: in the generative
phase they want to work alone or in a small subset of the group, while
in the structural phase all group members need to have access to the
display.
While in the brainstorming system of Hilliges et al. the two phases
were spatially separated by having two working devices (the table and
the vertical display wall), another interesting approach to support this
fact is given in RoomPlanner[16]. This project has its emphasis on



meaningful input-gestures for touch-sensitive displays. Consequen-
tially a gesture - forming a semi-rectangle with ones hands to prevent
the others from looking whats inside - was implemented. Also Sug-
imoto et al. base their Caretta-system on the fact, that collaborative
working situations profit from the support of individual and group
activities[14]. And another observation was important for their sys-
tem: The problem in many collaborative working situations is, that a
system having multiple simultaneous user-input but only one output-
device (such as one display), users easily are getting confused because
it is not easy to differentiate between the output of ones own action
and those of other users. So in the Caretta system the attribute shared
spaces and private spaces was implemented very consequently.
In order to give a more detailed impression how the separation of
shared spaces and private spaces can be implemented in an appli-
cation, in the following chapters there are presented two example-
projects: firstly the caretta-system which was just mentioned and sec-
ondly Coeno[3], which implements even three different spaces.

2.1 Caretta
The purpose of the caretta-system[14] is to support multiple users in
an urban planning task: they can (re-)design a town by manipulating
physical objects on a table and watch the effects of their changes in a
computer-simulation. The system consists of three parts: small RFID-
tagged objects like buildings which can be placed upon an RFID-
reader equipped sensing board, an LCD-projector which augments the
sensing board with the visualization of the computer-simulation and
several PDAs representing each user’s private space.

2.1.1 Shared space - the sense board
The sense-board realizes the shared space of the system. Standing
around it, users can add, remove small RFID-tagged model-buildings
or change their position. Each time the scene has been changed, the
simulation system evaluates the effects of the changes on several pa-
rameters like the town’s population, revenue and expenditure. Those
effects are visualized and projected as an overlay onto the senseboard,
so the users can immediately see and evaluate the effects of their
changes.

2.1.2 Private space - the PDA
By using his PDA each user has the possibility to realize his own
private space. The PDA offers two modes: the personal mode and
the shared mode. Once a user has entered the shared mode, each
change which has been made to the system by other users appears syn-
chronously on his PDA-screen. The personal mode realizes the pure
private space. Users can change their personal copy of the current
system-state without affecting the global system-state. After having
manipulated the objects on the PDA, the user can see which effects
the change would have to the system if it was applied. So the user can
evaluate his plans before presenting them to the others.

2.1.3 Results
The user studies for Caretta showed that all users used the shared and
private spaces as they were meant. The PDAs were used to devise and
evaluate their own plans, while the sensing board was used for discus-
sion and negotiation with other users. Another interesting observation
during the user-studies of the caretta-system was, that the PDAs were
not only used for private work in the strict sense of one person using
the system but also for forming subgroups of two and using it for tem-
porary subgroup-collaboration (in the sense of a semi-private space).
That means that private spaces need not necessarily refer to a single
user-mode, but also to a subgroup of users sharing the same kind of
ideas and objectives.

2.2 Coeno
Another example for an application, where the separation of differ-
ently accessible spaces plays an important role, is Coeno[3]. Coeno
is an application for storyboard design, which is a challenging task
demanding a high level of collaboration. In Coeno there exist three

different spaces: the private space, the design space and the presenta-
tion space.
The presentation space is a display projected to a wall in the meet-
ing room, where the work can be presented to all people in the room.
Each member of the working group brings his own laptop, represent-
ing his private space. The private space is the only place, where a
team member can create new content (for example images, sequences
or scribbles) or modify it. The laptops are connected wirelessly to a
display server, so once having created new content the user can drag
it with his mouse to the design space. The design space is only used
for structuring information and discussing it within the group. When
a user wants to edit content, he must drag it back to his private laptop,
modify it, and copy it back to the design space. On the design space
people can move the content, scale and rotate it on the table, all users
at the same time. When they decide to bring certain content into a
particular order in the storyboard design they can move it into a fixed
position in the storyboard-timeline of the presentation space (see fig-
ure 1). In the user studies for Coeno, a lot of users liked the idea of

Fig. 1. Different spaces of Coeno.[3]

having different work spaces for different tasks. An interesting finding
was, that half of the users wanted a direct communication link to the
other users for sharing content in a direct way (see also chapter 4).

3 FAST, DIRECT AND CONCURRENT INTERACTION BY ALL
CONTRIBUTORS AT ANY TIME

When performing a collaborative task, it is necessary for avoiding pro-
duction block, that every user has the possibility both to see the pre-
sentation of whats happening on the workspace and to join in the task
whenever he has the need[4]. Basically there are two possibilities to
fulfill this requirement of fast, direct and concurrent interaction by all
contributors at any time:

• Each user interacts with his own device. Either this device is
only used as input unit and the output of the system is presented
in a way all of the users are able to access; this solution is imple-
mented for example in Mobile Notes[1]. This system can be used
for example in an educational environment like a classroom. By
using PDAs as input devices, pupils have the possiblity to con-
tribute texts, scetches or votes to a central server, in order to dis-
play and arrange these products on an electronic whiteboard.
The alternative is, that this device is both input and output unit
and the users are connected with each other using a network in-
frastructure. This form of remote collaboration is realized for
example in the CommChair[13] and the ReactTable[7]. Note
that because of the essential necessity of a network connection
between all devices this solution is closely related to chapter 4.

• One device, used as input and output unit, is shared by all users.
This solution may be realized by using a multi touch-table (for
example in Hilliges’ digital brainstorming[4]) or a tangible user
interface (for example in Caretta[14] or Senseboard[6]). The
Lumisight Table[9] tries to solve one problem of horizontally



aligned displays: only a part of the users can see the display in
the right orientation.

In the following chapters there are presented two example-projects,
one for each of the solutions just introduced. The reacTable[7], which
is presented at first, actually implements both of the possibilities of
concurrent interaction; because of it’s characteristic remote collabo-
ration mode the explanation though concentrates on this aspect of the
project. The Lumisight Table, which is presented afterwards, is repre-
sentative for the second possibility of concurrent interaction. Although
the idea of using one horizontal display which is shared by all users is
quite obvious, the solution of the orientation problem is very interest-
ing and helps to fulfill the requirement of concurrent interaction.

3.1 reacTable
The general idea of the reacTable is to provide an electronic music
instrument based on a tangible interface. It consists of a translucent
round table, small objects representing components of a synthesizer
which can be placed on the surface of the table and a video camera
which detects the constellation of the objects on the table and their ori-
entation. Users can grab the objects, move them and produce different
sounds by arranging different object-constellations. The reacTable is
implementing both methods of collaboration mentioned above: local
collaboration where users are standing around the multi touch table but
also a remote collaboration mode to which we want to go into detail.
In the remote collaboration mode users have the possibility to connect
two or more tables placed at distant locations. Once the tables have
been connected, users have the impression of sitting together at one
single table. Changes which have been made by one user appear as vir-
tual object projection on the display of the other users. Both the real
physical objects on the surface of the table and the virtual projected
ones behave the same way, even though the users cannot manipulate
the virtual objects. In order to explain the remote collaboration mode
of the system, Kaltenbrunner et al. introduced an example scenario
where two players, one of them being in Barcelona, the other one in
Linz, are working together. According to this scenario, the player in
Barcelona for example can place a sound generator object on his table.
The system’s sensor component recognizes the object, locates it on the
surface and projects it’s graphical representation underneath the physi-
cally present object. By transmitting the relevant data, the same graph-
ical representation of the object is simultaniously projected at exactly
the same position on the table in Linz, where it has also been located
at the table in Barcelona. Now the player in Linz places for example
a sound effect on the table and after the same process of recognition,
transmission and display, the sound effect appears projected on the ta-
ble in Barcelona[7]. By just transferring control data like the object’s
id and its orientation but no audio data at all, the remote collaboration
has a low latency. The audio data is locally produced at each user’s
table by interpreting the received control data.

3.2 Lumisight Table
Using a multi touch table is a very popular decision, as they realize the
possibility of multi-user interaction in a way, which is very natural and
comfortable. The problem with multi touch tables is that, even if they
realize the input-direction very well, only a part of the users has the
correctly oriented view and for others it appears in the worst case up
side down. Matsushitaet al. enunciate two conditions for a satisfying
collaborative environment: first, the sharing of nonverbal modalities
like gestures or eye-contact among the users and second, the equal ac-
cess by all users to the information shown on the display[9]. Therefore
Lumisight was developed, a system which is able to support four users
equally with the same view on the table. By using an innovative dis-
play technology this is possible without forcing the user to wear any
devices disturbing the communication.

3.2.1 Hardware
The second condition, the equal access to the information displayed
by all users can be satisfied by using a special hardware setup (see
figure 2). It is the combination of the four projectors, the mirrors and

Fig. 2. Technical overview of Lumisight.[9]

the two orthogonally aligned layers of Lumisty film on the top of the
table, which provides the functionality of projecting differently orien-
tated images to each user. The Lumisight film is able to filter a out
an image according to the users direction (see figure 3) so using two
orthogonally aligned layers of it makes it possible to support the four
user setup.
For the purpose of capturing the users input for example with hand
gestures or objects the cameras are installed inside the table. As the
Lumisty film is translucent to light coming from the vertical direction,
it is possible for the cameras to capture objects upon the table.

Fig. 3. Optical property of Lumisty film.[9]

3.2.2 Software
Although the first condition, the possibility of sharing nonverbal
modalities, is not violated by the system (disturbing devices as HMDs
are not necessary), it is also not satisfied by the table so far. If ev-
ery user works with a differently oriented copy of the same image,
sometimes it is not an adequate basis for communication as for exam-
ple a spot being pointed at by some user is not the same spot on the
view of the other users. Therefore a complex catalog was developed,
separating the information being displayed into different categories.
According to this catalog, some information need to be rotated and re-
oriented (as for example annotations to important spots displayed in a
sub window) while other must have the same location, rotation or even
both for all users.
It is also remarkable that by implementing a method for displaying
different types of content differently to the users, another approach



for differentiating between shared and private spaces (see chapter 2) is
found.

3.2.3 Results

A preliminary studies of the LumisightTable showed that the table in-
deed can improve the user’s comprehension of the system. The setup
for the study was as follows: an instructor and two participants use
the system while all of their utterances are recorded. The same ex-
periment was made using a table without the multi-user support of
Lumisight and the number and quality of utterances was compared.
The observation being made, was that using the Lumisight table de-
creases the utterances of the instructor concerning coordination and
problem solving while the utterances of the participants concerning
topic-related discussion increase.

4 DIRECT COMMUNICATION LINK OF PARTICIPANTS AMONG
EACH OTHER

In Caretta (see chapter 2.1) users had the requirement of forming sub-
groups and developing ideas within a semi-private space. In this case,
users of one subgroup shared one device and one display by surround-
ing one PDA. But in some application scenarios it can be necessary
for the users not only to communicate - verbally or non-verbally - but
also to exchange digital information. This can be necessary, for exam-
ple, when the whole group splits off, every user works on his own task
and after some time the group rejoins and they want to merge their
results[13]. Another application, where half of the test persons in the
user study had the requirement of a direct communication link to the
other users is Coeno(see chapter 2.2). In this case it was too cum-
bersome first dragging content to the design space so that afterwards
another user could drag it from there to his own private space.
Also the requirement of supporting a concurrent multi user input
within the subgroup can easily be supported by establishing a commu-
nication link between user’s devices. In the iLAND environment[13],
for example, there is the possibility of using the CommChairs in a
shared display mode so several users can work on one virtual display
while they do not really have to share it physically. The last aspect
could also be advantageous to allow very large sized collaborating
groups where there would not be enough space for every member sur-
rounding one single device.
Another case, when digital data transformation between the
users is a useful property is the AR-based meeting environment
MagicMeeting[5]. Using PDAs, this system supports easy to use com-
munication links both within the whole group and between the presen-
tation area and the individual devices each user brings to the meeting.
These examples reveal the need of the integration of the next attribute,
a direct communication link of participants among each other. In the
following chapters we will have a closer look at two projects. The first
one is the iLAND-project, which introduces not only an application
but a whole environment facilitating collaboration and creative tasks
and which is based on the idea of every element being connected with
each other. The second project which is presented in detail is Mag-
icMeeting, as this application also necessarily needs network support
to make the model exchange possible.

4.1 iLAND

When iLAND was developed, the overall idea was to design an all-
embracing environment being able to support a couple of common col-
laboration scenarios. For that reason several pieces of furniture were
developed, all designed to support collaborative activities in those
scenarios with the help of integrated digital devices. Additionally
a software infrastructure was developed, which allows communica-
tion among the roomware components within a network infrastruc-
ture. Only by using this possibility of communication the full benefit
of each of the components and the whole environment is available.
In the next sections there is given a short overview of each of the
roomware components in order to explain their functionality and how
they can be used together.

4.1.1 DynaWall
The DynaWall is a huge touch-sensitive display, which covers a whole
side for example of a meeting room. As common interaction tech-
niques, like dragging an object from one side of the wall to the other,
are not easily realized because of the dimension of the wall, new mech-
anisms had to be developed. The ’drag and put’ for example provides
a way to put an object at one side of the wall, go to the other side
without having contact to the wall, and put it somewhere on the other
side. The ’shuffle’ feature allows the user to throw an object across the
wall which can be caught by another team member on the other side.
Additionally it is equipped with a network interface so it can be used
together with the other roomware components.

4.1.2 CommChair
The CommChair is a chair, which either is equipped with a computer
integrated in a swing-up desk or provides a docking station where
users can connect their own laptop. Like the other roomware com-
ponents it is equipped with a network interface and supports connec-
tivity to other devices in the room. When users want to form a sub-
group, for example, they can push together a couple of CommChairs,
the chairs detect the proximity to each other and enter a shared display
mode. In this mode users have the impression of working together at a
logically homogeneous workspace. For realizing this concept (which
works with all of the roomware components) a special software infras-
tructure was developed, called BEACH.

4.1.3 InteracTable and the Passage-Concept
The InteractTable is a interactive table, which provides a horizontal
touch sensitive display which can be used by two to six users standing
around it. Shuffling and rotating objects is possible by simply using the
touch-sensitive display and a wireless keyboard provides a possibility
for text input.
The Passage-concept is an interesting concept which can be used with
the table. The concept implements a way that each detectable object,
like cups, pens or rings for example can be associated with a piece of
information and when the object is placed on the table, the information
is displayed. Note that the object does not really carry the information,
but only provides a link to it. The implementation in iLAND uses the
weight of the item for object recognition.

4.1.4 Using them all together
Imagine a collaboration scenario in a big meeting room well equipped
with the roomware components introduced in this chapter. A collab-
oration team has the possibility to split up into subgroups, each sub-
group working on another aspect of the task. One subgroup for exam-
ple structures information using the InteracTable while another sub-
group is using the CommChairs with the shared display mode. With
their private Laptops and the connection between them, they can ei-
ther produce new aspects of the task or load additional information
from the laptop into the environment to provide the structuring team
at the table with new data. The results of their subgroup work can be
brought to the DynaWall where they can be presented to all people
in the room or - after reunion of the subgroups - the whole team can
discuss and merge them.

4.2 MagicMeeting
The idea of MagicMeeting is to improve a meeting situation where
several users bring 3D models of objects they want to present and dis-
cuss with the others. Therefore a meeting situation was constructed
where all users wear head mounted displays(HMDs). In the middle
of a table, which is surrounded by the users, there is a turnable, flat
device, called ’cake platter’, which is used as the central presentation
space for 3D objects. As the main interaction device, each user has a
PDA containing the markers of the models he wants to present. Users
can browse in their personal selection of markers, increase their size
to full screen and see the augmented model represented by the marker.
When he wants to present a model to the other users, he simply moves
his PDA next to the cake platter and the selected model in his PDA
is transferred to the cake platter while the model formerly being on



the cake platter moves to the PDA. After this exchange of models, the
marker is displayed on the cake platter and so can be examined by
the other users. As the cake platter is not fixed on the table, users
can change its position, turn it or tilt it for better model examination.
When they want to see the lateral cut of the model and see its inte-
rior, they can hold a marker-equipped clipping-plane inside the model.
When a user wants to have a model of another user on his own PDA,
he asks for it and the model can be sent to him by the other user via
the infrared interface of their PDAs.

The informal evaluation of the system showed that people liked the
interaction with the augmented 3D models. Especially that every user
has his individual perspective of the model and the flexibility of the
cake platter were evaluated positively. Users thought that the inter-
action devices like the clipping plane and the PDAs could be used
intuitively. Problems of the system were originated technologically:
reflections of light on the display of the PDA or the clipping plane in-
terfered the marker recognition of the system.
An interesting examination would be the effect of the HMDs on
the user’s communication and group interaction. McAtamney et
al. found out that wearing HMDs can be disturbing in informal
conversations[10].

5 PHYSICALITY OF OBJECTS

Unlike the three chapters before, the following two chapters do not
explicitly refer to collaborative working scenarios but can enhance
creative processes. For this purpose it is important, that the system
interaction is intuitive and natural. A very important attribute in this
context is the physicality of objects. Hilliges et al. propose in their
design considerations physicality as being relevant especially for ap-
plications, which are similar to their touch-sensitive display based dig-
ital brainstorming system[4]. They introduce two kinds of physicality:
pseudo-physicality, which means the use of digital metaphors for ex-
isting objects, and meta-physicality, which means object-behaviour or
-appearance being unrealistic and only possible in the digital world but
predictable and logical though. A project that can be mentioned in the
context of meta-physicality for example is a novel display metaphor
called Display Bubbles[2]. By using no rectangular objects but shapes
which can be formed freely, the existing space of the display can be
used more effectively. This is for example the case, if working with a
tabletop setting and objects on the table are constraining the extension-
space for displayed objects.
Other Projects, like for example Senseboard[6] and Caretta[14] blend
real physical objects with digital interaction. When users handle with
real objects or at least metaphors being derived from real objects, they
find it easy to learn the appliance of the user interface[4].
In the following chapters, two projects are presented in a more de-
tailed way. The first one is the brainstorming application of Hilliges
et al. where the two aspects of physicality are also explained more
thoroughly. The second one is the Senseboard, which exemplifies the
usage of real physical objects in a digital application.

5.1 Digital brainstorming in an instrumented environment
As mentioned above, Hilliges et al. implemented certain aspects of
physicality in their digital brainstorming system[4]. They differenti-
ated between pseudo-physicality and meta-physicality, both shaping
out as being useful for his application. In this chapter we like to give a
short overview of the application itself and a short description of both
aspects of physicality.

5.1.1 Brainstorming application
The main idea of Hilliges’ digital brainstorming system was to carry
the traditional idea-card-based brainstorming technique to an instru-
mented environment. This environment consists of two main parts.
One part is a multi touch-table being the area where users can create
their idea-cards. Once having created an idea-card, users can move
them upon the table, edit them or change their size. The other part of
the working-environment is a interactive display wall, placed next to
the table. On this wall, each idea-card appears immediately after cre-
ation, is oriented upright and can be moved or structured by forming

groups. These two spatially separated system-components represent
two important phases of the brainstorming process: the table is used
for the generative phase, while the display wall is used for the struc-
tural phase.

5.1.2 Pseudo-physicality
The first aspect of physicality is the pseudo-physicality. This
means, that objects existing in traditional brainstorming are used as
a metaphor for the equivalent ones in the digital version. So users deal
with digital idea-cards, which are very similar to post-it-notes they are
used to. Users can write on them with a pen and move them around.
In conjunction with the touch-sensitive surface of the table users have
the feeling that they can interact with the system just like they know it
from real world.

5.1.3 Meta-physicality
The second aspect of physicality is the meta-physicality. Hilliges et
al. think, that implementing metaphors from the real world can some-
times be insufficient and specific affordances of digital media can also
be helpful for supporting the users interactions. He made the experi-
ence, that even if this behavior is somehow unrealistic users accept it, it
just has to be predictable and explainable. In the brainstorming-system
there were implemented two examples of such behavior: the automatic
re-orientation of the idea-cards on the wall and the possibility of skid-
ding them around on the table. The technique of skidding means, that
users can give an impulse to a card by doing a quick movement with
the pen and cause that the card is sliding to another user. This implic-
itly gives the users the idea of passing the card over to another user
which can support social communication.

5.1.4 Evaluation
The most important result of the evaluation of the digital brainstorming
application was, that is is not disruptive. So even if the communication
of the candidates decreased slightly in comparison to the paper based
brainstorming, the number of ideas was the same and their quality even
increased.

So even if there are no advantages of the digital version concern-
ing the direct collaborative work session, electronic brainstorming still
can profit from the advantages of using digital systems in general.
Exporting and saving the results of work, the possibility of entering
earlier system states and the combination with automatic information
browsing- and structuring-tools (see chapter 6) could generate the real
advantages of such a system.

5.2 Senseboard
Concerning the field of application the Senseboard-project[6] is quite
similar to the brainstorming application just presented above. But in-
stead of using a large display and gesture input, the idea of Sense-
board concerning the technical realization is to use a tangible user
interface. The Senseboard-system consists of a large vertical panel
equipped with RFID readers. The surface of the panel is marked with a
rectangular grid and users can place small rectangular ’pucks’ into the
cells of the grid. Containing a passive RFID tag, the pucks can be rec-
ognized by the board including their identity and location, once they
are placed on the board. The system supports two other possibilities
of command input: the user can send a command either by pressing
the surface of the puck or by briefly placing a special ’command puck’
over the puck. The system UI is projected onto the senseboard using a
video projector.

5.2.1 System interaction
As the system is using physical objects as input devices, interaction is
very natural: the user sees the item he wants to interact with, he can
grab it or move it. As mentioned before, there exist two categories of
pucks. The data puck is the puck carrying the pieces of information
the user wants to structure and organize. The command pucks, in con-
trast, are different in shape and size each one representing a special
command. By placing for example the ’view details’ puck over a data
puck, some additional information of the data puck is projected onto



the ’view details’ command puck. Another interesting command is the
’group’ command: by placing a special ’group’ puck over the topmost
of a couple of stacked data pucks, the user logically puts them into one
group(see figure 4).Other command types like ’copy’, ’link’ or ’type-
in’ (which provides a possibility to add typed text to a data puck) are
also provided.

Fig. 4. Using the group command puck.[6]

5.2.2 Evaluation

The assumption is, that the system has two main advantages to the
non-digital sticky paper alternative:

• By doing a structuring task, for example organizing a schedule,
there is the possibility of items conflicting with each other. in the
digital version, the system detects any conflicts and visualizes
them on the board.

• After having accomplished the task, the user has the possibility to
export the final arrangement of items so that it can be processed
by another software. Using sticky papers, the user would have to
transcribe the results of his work.

When executing the user study especially two comparisons are inter-
esting: the one with the sticky paper notes version of the system and
another one, using a more conventional GUI with a whiteboard and a
none marking pen instead of the pucks. The result of the user study
of Senseboard was that the Senseboard seems to perform slightly bet-
ter than alternatives using sticky paper or the GUI. Users generally
liked the idea of manipulating real physical items. The disadvantage
of the system design was, that by interacting with the system, some-
times users covered the projection with their body moving in front of
the board. But the attribute of physicality seemed indeed to bring ad-
vantages, especially in comparison to the GUI version.

6 AUTOMATED SUPPORT OF BROWSING AND STRUCTURING
INFORMATION

As mentioned in the section before, also this attribute does not explic-
itly enhance collaborative working processes, it is rather extremely
important for supporting creativity. Creative work very often includes
the subtask of collecting and structuring information, as for example in
a phase of brainstorming[4]. Collecting information usually happens
in a very early phase of creative work while structuring it normally
occurs in a later phase[12]. Nevertheless the two tasks are somehow
connected to each other, as collecting hundreds of pieces of informa-
tion does not make sense without structuring them and the other way
round. However both of the tasks can be supported automatically and
thus help the user in fulfilling them, which leads us to the next attribute
Automated support of browsing and structuring information.
The first project presented in this chapter is called Implicit brushing
and target snapping and supports information structuring tasks[15].
The second project presented in this chapter is called CombinFor-
mation and supports the user in collecting relevant information[8].
Another project that can be mentioned in the context of finding the
right information, is the software framework implementing the fea-
tures IAM-eMMa and EVIDII[11].

6.1 Implicit brushing and target snapping

The idea of the work of Sun et al. was to implement a system
which assists the user in grouping pieces of information without be-
ing intrusive[15]. This can be useful for example in brainstorming
applications, when dozens of little pieces of information need to be
structured. Therefore the implicit brushing technique was developed.
This feature is triggered by the user when he creates a group of items
on the screen by placing the data objects in a way that they are over-
laying each other. The system automatically analyzes group member
text and metadata and proposes new group member candidates. This
happens by giving their frame the same color as the group member’s
and by adding an arrow to each candidate pointing in the direction of
the group. The implicit brushing technique thereby does not only take
the data objects on the screen into account but also data objects be-
ing located in a background database. For not confusing the user the
different relevance levels of the data objects is mapped to their size,
so that objects retrieved from a background database are smaller than
objects the user has created. When the user wants to add a candidate
to the group, he clicks at the arrow of the candidate and the item au-
tomatically moves to the group. This feature is called target snapping
and was implemented as drag and drop operations usually do not work
well on large displays. For an overview of how brushing and target
snapping are used together see figure 5.

Fig. 5. Brushing and target snapping.[15]

In an informal user study the new techniques were tested in two ap-
plication scenarios. In the first one, an electronic brainstorming ap-
plication, both the implicit brushing and the target snapping helped
the users very well in grouping the data objects. Also in the sec-
ond scenario, structuring a collection of photos manually tagged with
metadata, the application performed very well and supported the users
grouping actions.

6.2 CombinFormation

Browsing for information is the main benefit CombinFormation[8]
provides to the user. The main idea of the system is, that that the
cooperation of the system and the users interaction increase the ef-
fectivity of information browsing in the web. In order to explain the
collaboration between the user and the system, in the following both
the system’s initiative and the user’s initiative are described in detail.

6.2.1 User’s initiative

The system provides three different modes that can be selected for ini-
tial system launch. The user can either open an existing composition



for further collecting and composing (re:open) or he can give a num-
ber of seeds (initial browsing keywords) to the agent (re:mix) or, in the
third mode, he can work with a predefined set of seeds provided by the
system(re:collection).
Afterwards the user can work with surrogates, which are image or text
objects linked with resources on the web. These surrogates can be
created by the user by dragging objects from his web browser to the
application space. These objects can be images, links, files or sim-
ply text. By using a toolbar, the user can give more or less relevance
to single surrogates, edit them manually, remove them or manipulate
their appearance.

6.2.2 System’s initiative
The system tries to support the user’s browsing by constantly present-
ing him new candidates related to his search. While the user interacts
with the system, the application permanently evaluates the user’s input
and modifies it’s search. An overview how the user’s initiative and the
system’s initiative are working together is given in figure 6.

Fig. 6. Collaboration of the user and the system.[8]

6.2.3 Evaluation
In the evaluation studies of the system users thought that the system
provides help in developing new ideas. They could be very creative
in combining different perspectives of the information provided by the
system. They also liked the system itself with its image and text repre-
sentations of web content. Searching for very specific content in con-
trast (for example one particular image) would be easier with Google.
CombinFormation was initially designed only to support a single user
mode. But when users were asked to propose new features for the sys-
tem they also suggested to integrate collaboration modes. A collabo-
rative composition space, for example running on a multi touch table,
could be an interesting feature for future development of the system.

7 CONCLUSION

In this paper we showed the effects of the integration of technology in
creative working processes. On the one hand there are no significant
disadvantages for interpersonal communication activities, as for exam-
ple Hilliges et al. have ascertained[4]. On the other hand some sub-
tasks of creative working can be simplified and successfully supported
as for example in CombinFormation[8] or in ’Implicit Brushing and
Target Snapping’[15]. Also distant collaboration as in reacTable[7]
and the additional information overlay on tangible interfaces as the
Senseboard[6] and Caretta[14] are in this development only possible
with the support of computer-based technology.
In this paper we presented furthermore five design suggestions for ap-
plications, which support creative working processes by making use of
interactive displays. The first one was separation of shared spaces and
private spaces which is necessary for supporting the different working
phases in a collaborative, creative task. The second one, fast, direct
and concurrent interaction by all contributors at any time has to be
supported by the application to avoid a production block of any user
due to the fact that he wants to contribute something but cannot. Estab-
lishing a direct communication link of participants among each other
is the third important feature we described in the paper; we gave sev-
eral examples of projects and tasks where this can be useful or even

indispensable. The fourth attribute, physicality of objects, leads gen-
erally to a better understanding and acceptance of the application and
makes interaction more natural; Jacob et al. for example showed, that
this improvement leads to better results in creative tasks. The last at-
tribute, automated support of browsing and structuring information,
can improve and fasten problem solving and creative tasks in support-
ing one specific subtask of many creative tasks: the collecting and
structuring of related information.
Considering Shneiderman and the four phases of creative processes,
they can be assigned to them as follows. For the first phase, the col-
lection of information, the automated support of browsing and struc-
turing information is extremely useful as one can see for example in
the CombinFormation Project (see chapter 6.2). The direct communi-
cation link of participants among each other can support the second
phase, where the user wants to consult peers and mentors. Especially
when working in a group which is not in the same room or when there
is the necessity of exchanging digital information, this attribute would
be indispensable. The attribute separation of shared spaces and pri-
vate spaces can be assigned to the third phase and especially to the
action of exploring different solutions. Particularly in collaborative
processes, when several users are having several ideas the same time,
it is extremely helpful to give them room to try out and evaluate their
ideas on their own before presenting them to the group. Also the at-
tribute fast, direct and concurrent interaction by all contributors at
any time is very useful for the phase of creation if it was interpreted
in a way that would be suitable for collaborative processes. The at-
tribute physicality of objects would also fit into the phase of creation
as it supports generally the interaction and the comprehension of the
users. It is an interesting fact, that none of the applications presented in
this paper implemented the fourth aspect, the dissemination of the re-
sults, in a remarkable way. Probably the reason for this is, that it is not
very obvious to support this last step of creativity by using interactive
displays.
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Applications for Interactive Public Displays

Sebastian Löhmann and Bettina Conradi

Abstract—More and more public displays can be found in our daily life. But most of them are still not interactive. The users can
only look at and remember the contents, but they have no possibility to capture them to take a closer look later on. However, there
are many research projects with the goal of making public displays interactive. The idea of this paper is to provide an overview and
a categorization of relevant ideas and approaches. We developed five categories which are supposed to describe different ways in
which users can interact with public displays and thus handle the shown contents: View, Download, Influence, Add and Change. With
the example of different research projects we show benefits and problems of each category and discuss possible solutions. Future
researchers can allocate their planned applications to one or more of the interaction categories and thus find facts they need to be
aware of while dealing with the topic of interactive public displays.

Index Terms—interactive public display, public displays, interaction categories, user needs

1 INTRODUCTION

Nowadays public displays can be found in many places. Whether
squares, shop windows or subway stations, public dislays become
more and more popular. People use them to gather information about
the weather forecast or latest news, companies advertise their prod-
ucts and passengers fill their waiting time with cartoons and music
videos. But are those displays really interactive? Let’s have a look at
the Oxford English Dictionary: ”[interactive:] involving direct com-
munication both ways, between the computer and the person using it”
[1]. Obviously, the communication from a person to the public display
is rather limited so far. The current form of interactivity is very weak.

But why would that be important, anyway? To communicate and in-
teract with something is for most people more interesting than simply
watching it and being passive. And from the public display’s owner’s
point of view: people will more likely be interested in the presented
contents, if it increases their creativity and stimulates communication
and thus makes them active.

Technologies, which developed during the last years, allow differ-
ent kinds of interaction between public displays and their users. While
for example touch screens are a good way to attract people, they are
not sufficient for many scenarios. Public displays are oftentimes not
reachable and if they are, they might be protected because of possible
vandalism. On the other hand, technologies like mobile phones, with
features such as SMS, camera or WLAN, provide perfect conditions
for making public displays interactive.

Interactivity makes it possible for viewers to actually use the shown
contents instead of only looking at them. This fact raises another ques-
tion: What can people actually do with the displayed material? To an-
swer this question, we created five categories, which are supposed to
describe different ways of dealing with those contents. In this paper
we want to discuss current research projects, which aim to make public
displays interactive, and classify them with the help of our categories.
Relevant ideas will be summarized, we will take a look at related user
studies and try to discuss the projects’ potentials.

2 INTERACTION CATEGORIES

2.1 View
Talking about interaction between public displays and their users, the
most simple action for people is to view the provided contents. It is the
weakest form of interaction, because the viewer is rather passive. He
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can only look at the display, but he can neither obtain the contents (and
thus tend to forget them) nor influence what the screen will display
next. For most people, viewing content is nothing new, as they are
used to watching television.

2.1.1 Public Displays in Subway Stations
A current example are the big screens in many subways stations. They
show the news, weather forecasts and little cartoons. Additionally,
more and more displays showing timetables are installed. Obviously,
the purpose of this service is to entertain and inform the people wait-
ing. From our own experience on a usual work day we can define a
waiting time between 2 and 10 minutes, depending on the day time,
before we can enter a train. Isn’t it enough time to perform some inter-
actions with the public displays? Isn’t it enough time to take out our
mobile phone to send a SMS or take a picture? But besides viewing
the (by all means useful) information, there is no interaction possible.
The displays in subway stations will serve as a running example of
this paper. It will be relevant for all categories and can show the way
towards interactive public displays in an illustrative manner.

2.1.2 GroupCast
A research project fitting into the category ”View” is GROUPCAST
[8]. This application aims to initiate casual interactions between the
people nearby. It uses infrared badges and sensors to recognize who
is near a public display. Then it tries to find out common interests of
those persons and displays related information. In that way the system
is supposed to help people who don’t know each other very well to
start a conversation about the viewed topics. Again there is no direct
communication between the public display and the user, but a positive
aspect is the try to create interactions between both of them. Unfortu-
nately, GROUPCAST didn’t work out. The problem was the gathering
of information about the users. To find two persons’ common interests
(which have to be good enough to encourage a conversation) turned
out to be very difficult. The researchers tried to develop web-based
profile forms, but they were so large that users could not afford to take
enough time to fill them out. A concern of the people anticipating in
the study might have been the privacy aspect (unfortunately, the paper
does not provide information on this topic). Who is willing to give
out his personal information details while he knows that they will be
published on a public display later? We will see later on, that for most
people this has a discouraging effect on the use of public disaplays.
Researchers should be aware of this problem while they are dealing
with sensible data.

Both of these examples have two things in common: They aim to
show useful information for interested people, but they do not allow
any direct interactions by the users. As mentioned before, people for-
get relatively fast, what they have just seen. How can that be pre-
vented?



The logical next step would be the ability to retrieve the information
found on a public display. How this could be achieved will be shown
by the next category, ”Download”.

2.2 Download

Mobile devices have become more and more popular. In Germany,
more than 90% of the people own a mobile phone. They have become
an important part of the daily life, not only for the purpose of commu-
nication. Mobile phones are much more than that: built-in technolo-
gies like cameras or Wi-Fi make picture/video capturing or internet
usage possible. Office applications, integrated MP3 players and multi-
media browsers are just a few more features of modern mobile phones.
Using these opportunities, ideas came up of how to capture contents
from public displays.

A relevant research project is Shoot & Copy by Boring et al. [2].
This paper describes the first active form of interaction between pub-
lic displays and their users we want to present: Downloading provided
information. The most important feature of the mobile phone used by
this application is the integrated camera. Using the 3.2 mega pixels
by Sony Ericsson’s K800i, taken pictures have a quality good enough
to process them and retrieve contained information. The basic idea
is the following: a large screen shows a number of icons, each rep-
resenting a media file such as audio, video or documents. The user
can select a desired icon by taking a picture of the relevant part of the
screen (see figure 1). In the next step, the picture is sent to the com-
puter controlling the public display. Due to a relatively big distance
between camera and display (they assume a minimum of 50 centime-
ters), in most of the cases the photograph will contain more than one
icon. This problem is solved by an image processing software, which
is able to identify the correct icon by comparing the picture to the
actual display content. The software chooses the icon closest to the
picture’s center. Now, the user has two options: he can either ask for
an URL corresponding to the media file, or he can download the ac-
tual file directly to his phone. Using either way, it is now possible to
easily ”remember” interesting contents. The first step of interacting
with a public display is made! If the user finds some time to look at
the retrieved information in detail, he can for example connect his mo-
bile phone to a personal computer. To make this possible, Boring at
al. used the Bluetooth-ability of the K800i. An application running on
the computer can now recieve the list of URLs gathered by the user.
It is now possible to show or play back the media files in a common
browser.

Fig. 1. Shoot & Copy: Retrieving information from displays in a subway
station [2]

An user study involving 28 participants has been part of the project.
The main purpose of the evaluation was to find out if the application
was easy to use (even by people who are not familiar with mobile
phone cameras) and if the users could imagine to actually use the ap-
plication in certain scenarios. The results were throughout positive:
82% of the participants stated that they would use the system if it was
available. Interesting to them was especially our scenario of public
displays in subway stations mentioned before. The time before the ar-
rival of the next train would obviously be enough to download some
files of interest. This is the first step on our way to interactive public
displays. The study also attested the application one of the most im-
portant factors: it was easy to use. All participants were able to select
the correct icon with their first try.

But there were also two negative side-effects. In two cases, the ap-
plication did not work right away because of instable Bluetooth con-
nections. However, Boring et al. stated that mobile phones are increas-
ingly equipped with wireless LAN modules, which promise a rather
reliable connection compared to Bluetooth. The Wi-Fi ability can also
solve the second problem: Altough no participant of the user study
felt that the time between taking a picture and recieving was too long,
an avarage time of 9.2 seconds sounds still long. But wireless LAN
connections are not only more stable than Bluetooth connections, but
also faster. Hence Shoot & Copy can only be improved.

2.3 Influence
So far, being people in a subway station waiting for a train, we can do
two things: we can pass the time reading information provided by large
public displays, and if we like the things we see, we can download
them to our mobile phone or at least save an URL to look at it in more
detail later. But is the media we see really interesting to us? Is it
worth being downloaded? There is a possibility to make the displayed
information more interesting and useful: just let the people decide,
which contents will be shown. And let the people influence what will
show up next.

2.3.1 The MobiLenin System
Scheible and Ojala dealt with this subject in their MobiLenin project
[10]. With the help of this application, users are able to choose out of a
number of music videos. Short parts of six tracks - all the same length
but different contents - are therefore shown on a large public display.
The users have a mobile phone and are connected to the controlling
server via HTTP over a GPRS data connection. Within a time interval
of 25 seconds they get the chance to vote for one of the introduced
video clips. They can do this with the help of a list showing up on the
screen of their mobile phone (see figure 2). At the end of the voting
time, the server counts the votes. Now the statistics of the poll and
the winning track can be watched on the public display. As soon as
the track is over, a new round starts introducing another six tracks. To
encourage people to take part in the voting, one of the voters will be
the winner of a lottery played by the server. He will receive a voucher
for a beer or a pizza.

Fig. 2. MobiLenin: Screenshots of the client application [10]



The provided results of an user study show, that people are inter-
ested in such applications. Three cameras recorded the reactions and
behavior of the participants, while a questionnaire asked all 14 of them
about their experiences during the usage of the system. Obviously,
the users liked the MobiLenin system: the camera recordings showed
”laughing, happy faces, good mood, and rowdy celebrations upon win-
ning in the lottery”. 13 of the 14 users stated that the system was easy
to use, because almost everbody is familiar with mobile phones. Com-
ments like ”The idea has a lot of potential” indicates once again that
people are willing to interact with public displays and are able to imag-
ine the usage in many different scenarios. It seems easy to imagine
such a music video voting system in a subway station.

2.3.2 Jukola
A similar concept is implemented by Jukola, an interactive MP3 Juke-
box [9]. Visitors of a bar can use provided handheld devices to choose
a song out of four suggestions. By pressing additional buttons, they
can also retrieve information about the artist, the album or simliar
bands. But it is not only possible to choose songs, people can also
nominate them. Therefore a public display in form of a touch screen is
installed in the public area of the bar. At any time, bar visitors can go
up to the screen, browse the music collection and nominate songs by
simply touching them. The third component of the system is a web-
site, which provides the playlists of each day in the bar. This helps
people to find out, what kind of music is played on a certain week day.
Visitors can also recall the songs heard during last night’s bar trip and
thus remember the good time they had. The one week long evaluation
of the system in a cafe bar was successful. The choice of a song be-
came mainly a group event, rather than a decision by a single person.
The groups started to talk and argue when a new choice was up. They
tried to find a decision together and were waiting curiously for a new
song to come up. The music choice even became competitive, and if a
group voted for the song that was actually played next, they ”seemed
to feel a sense of pride that they were able to select the winner”.

Unfortunately, it would rather be tough to install a system like this
in our subway station. Touch screens are not suitable for public places
like this, because they easily become subjects for vandalism and would
thus create high expenses. Besides, the time before the next train will
in most cases not be enough to vote for and listen to a full song.

Nevertheless, voting systems in general could inspire future re-
search in the field of public displays. Representative political polls
are one possibility, not only for a subway station: hundreds of people
are potential participants. The providers of the public displays could
also use it for little public-opinion polls to find out, how customers feel
about certain aspects. The subway company for example could ask, if
the waiting time for the next train is too long or not.

2.3.3 Polar Defence
Another possible way to interact with public displays is taking part in
an interactive multi-user game. Polar Defence [6] is a very recent ex-
ample. This game is designed to encourage a big number of people to
anticipate in a group interaction with a large display on a public space.
Unlike Shoot & Copy [2] or MobiLenin [10], Finke et al. tried to avoid
any human interference while the players were being active. Instead
of explaining everybody how to play, they installed a second large dis-
play showing information about how to participate and what to do.
Besides text it used a huge animation which not only showed the rules
of the game, but was also thought to attract bystanders from farther
away. It could easily be seen from a distance of about 30 meters. The
game consists of a virtual field comparable to a chess board having
coordinates from A to I and from 1 to 9 (see figure 3). The players are
supposed to place six towers on the field. When the game starts, ene-
mies walk across the field. The defenders sitting on top of the placed
towers automatically try to defend the field against those enemies. The
more enemies are hit, the higher the score gets. The players could also
watch a highscore list next to the playing field, which increased the
competitive character of the game. After the towers are placed on the
field, the actual game action lasts 40 seconds. Afterwards, a screen
with the results of the current player is displayed.

The other way to avoid human intervention was the choice of the in-
teraction medium: By using SMS, Finke at al. didn’t need to hand out
prepared mobile phones. Since every phone is capable of the Short
Message Service, the players could use their own ones. But besides
being widely used, SMS also brings some more advantages: it is a reli-
able service, each user can be identified by his number and the players
can anonymously take part in the game. To place towers on the virtual
field, it is only neccessary to send a SMS containing six coordinates
(one for each tower) to a number provided by the information display.
The players took turns on a first-in-first-out base. This is alltogether an
easy-to-use and familiar way of interacting with a public display. The
concept attracted a high number of activities during a four-day-long
evaluation on the campus of the University of British Columbia. The
team recieved 203 SMS from at least 57 different players. 37 of those
users played at least twice. Finke et al. observed the public place con-
stantly without letting people know who installed the displays. They
noticed quite a number of positiv results:

• the mentioned animation explaining how to play (2 meters x 1.8
meters) drew many peoples attention

• people communicated by explaining the rules to others or helping
them to format the SMS

• group members celebrated success and tried to develop strategies
together

• groups even started to take notes to optimize their strategies to
get into the highscore list

• feedback messages showing the next player, game results or
highscore lists seemed to trigger emotions

Fig. 3. Polar Defence: The virtual playing field [6]

The game Polar Defence was a great success. It was able to show
once more, that people enjoy interactions with public displays. The
application was not only able to entertain users, it could also manage
to increase creativity and create communication. Nevertheless some
users also criticized the use of SMS: their mobile phone contracts did
not contain free text messages and they were not willing to pay for
using the game. This fact is another problem on the way to interactive
public displays. The hardware installation, software development and
maintenance of the systems require an investment after all. Companies
are in most cases not willing to pay money for products that will not
pay off. Researchers should be aware of this. In the future the will be
forced to think about business concepts which make public displays
and the applications affordable.



2.4 Add

Additionally to being able to view and download contents of public
displays, we can now also influence the contents provided. ”Real” in-
teractivity between users and displays can be recognized no later than
now. But some of us might not be satisfied, yet. In the age of face-
book, youtube, flickr and the like, people are more and more willing
to share their media, opinions, not to say their lifes. The technologies
mentioned before (WLAN, SMS, etc.) don’t only allow to download
and influence contents, but also enable people to upload and share
different types of media. But do we really want to add our personal
documents to public displays? In the following sections some papers
will be presented, which gave attention to this scenario.

2.4.1 A Video Commenting System

Honglu Du et al. [5] implemented a video commenting system. They
had two main goals: First, they wanted to ”make public displays in-
teractive” and second, they want to ”increase people’s interaction with
one another”. Those intentions make this paper important on our way
to interactive public displays. The setting for their experiment was a
big classroom of an University in the USA (see figure 4). They chose a
class with 254 students because of two reasons: students in big classes
usually don’t develop a strong group feeling. This was a good oppor-
tunity to find out if this particular feeling could be increased by the
using the application. And the second reason was that the class would
use the last week of the semester to show short videos that were devel-
oped during the last months. The video commenting system consists of
three components: a client device, a server and a large public display.
The client can be any device able to connect to the internet (possible
are laptops or mobile phones). For the users it is simple to use the ap-
plication: they have to go online, log in to a posting website and send a
comment. All comments are sent to the server, which is also in control
of the public display. Every four seconds, a new comment is viewed by
the display. This happens on a first-in-first-out base. The large screen
behind the teacher’s desk shows the comments in a ticker below the
video (which takes about 90% of the available area). A big advantage
of the web-based system is the platform independency. It can easily be
installed in any public display setting. Another new factor compared
to the discussed ideas so far is the ability of the users to ”speak out
freely”. This aspect opens up new ways of interaction, for example it
is now possible to publish detailed opinions or propositions.

Fig. 4. The video commenting system in action [5]

The authors’ ”video commenting trial was successful”. Of the at-
tending 192 students 129 postet no less than 3115 comments. Consid-
ering that there were not enough client devices available and thus six
to seven students had to share two computers, this number seems to be
even more overwhelming. The evaluation of questionnaires approved

those impressions: 85.6% of the students had a strong interest in send-
ing and reading the comments and 83.7% would like to use the system
more often, just to name a few statistics. Also, the results showed an
increase in the students’ feeling of community. Furthermore, some
good side effects appeared: some students were surprised how many
different aspects of the movies they could find in the comments, that
they had not thought about yet. Others picked up words they had never
heard so far and looked them up in dictionaries later.

Field studies like this one often bring up new aspects that were not
expected. In our process of going through the possible types of in-
teraction between users and public displays, we are able to find and
collect new positive aspects in almost every step. But we also discover
problems we had not in mind so far. The just discussed user study is
a good example: 19% of the committed comments were considered to
be spam. Some of them were even offensive and ”tended to provoke
others”. Considering the environment of an university classroom, the
high number of spam messages was surprising to the research team.
In their future work, they will try to ”ensure quality” and plan to ”add
a moderating process on the server side”. But overall they discovered
that students were enjoying the activity, interacting and feeling a better
sense of community.

2.4.2 Café Life in the Digital Age

A related research project was presented in 2006 by Churchill et al.
[4]. In ”Café Life in the Digital Age”, they placed a ”large-screen pub-
lic, interactive community board” (called eyeCanvas) in a café in San
Francisco (see figure 5). One goal of the installation was to present in-
formation: news, menus and other café-related contents, and art pieces
of local artists. The first form of interaction offered was the possibility
for guests to leave their email address in order to recieve the café’s
newsletter. But the interesting aspect of the eyeCanvas was an artistic
one: the touch screen provided an area called the ”scribble”.

Fig. 5. The eyeCanvas and examples of an artistic scribble and a com-
ment [4]

With the help of a pen, people were able to leave little notes or to
draw arbitrary pictures. At the bottom of the screen Churchill et al.
placed a ”carousel” for the created scribbles. User were able to nav-
igate by moving the carousel to the left or right. According to the
paper, people loved using these applications. They left 1466 messages
or scribbles in only 2.5 months (for some examples see figure 5). Most
people liked using the scribbles in an artistic way (about 50% of them
were drawings). Other scribbles were mostly messages, either talking
about upcoming events, the café or giving feedback about the eyeCan-
vas itelf. Spam was no big problem in this case, ”fewer than one 1% of
scribbles were considered worthy of deletion”. The authors see a rea-
son for the small amount of spam messages: they believe that people
did not want to be witnessed or watched leaving inappropriate mes-
sages and were afraid of possible social sanctions. But this feeling of



beeing watched also had another effect: only 1% of the people left per-
sonal contact information like email addresses or address details. For
comparison: the café also has a suggestion book for his customers.
8% of the entries in this book contained contact details, so much more
compared to the eyeCanvas. A privacy issue seems to be relevant when
talking about interactive public dislay.

The end of the evaluation occurred after 14 months of the eyeCan-
vas’ use in the café. The reason for this was that the touch screen
finally stopped working. This incident shows two things: First, the
project was extremely successful. After only four months, the team
had already counted 392,164 touches. And second, touch screens are
not the optimal input devices for interactive public displays. An un-
reachable display and mobile devices as input mediums are probably
a better way in the means of financial matters.

2.5 Change
After being able to view, download, influence and add contents, the
idea of an interactive public display becomes more and more precise.
A fifth and final form of interaction seems to be the most difficult one
regarding related research and experiments. The category ”Change”
describes the ability of users to change contents already being dis-
played on the public screen. Going through quite a number of papers,
it seems that only a few research projects focused on this idea. Possi-
ble reasons will be discussed later on. First, some scenarios and ideas
will be described, which could benefit from this kind of interaction.

Looking at the little pieces of art created by people using the eye-
Canvas [4], we came up with the idea of an interactive art work. Imag-
ine a large display on a public place. Interested people could be pro-
vided with a certain topic, alternatively they could create their own
idea. In the next step, they are free to draw a little picture or write some
keywords that come to their mind thinking about the given topic. Other
people, maybe bypassers or spectators could possibly be inspired by
the first drawings and are now allowed to add something to the screen
or continue the picture drawn so far. In this way, a big peace of art
could be created with not only one artist, but many participating per-
sons. The painting could possibly tell many different stories about
different people and their feelings.

Another idea was inspired by Carter at al. in their project ”Digital
Graffiti” [3]. In short, they used a Plasma Poster, a digital commu-
nity poster board. People could for example add URLs to sctientific
articles. In a possible scenario for this application, they mentioned a
person who highlighted a paragraph of a presented article, to draw the
attention of others to it. Why not extend this good proposal to a whole
new application? A display could present a news article and let users
highlight words or word groups, adding short side notes or underline
text passages. This would connect the topics described by the article
to the opinion of the readers. Compared to the possibility of leaving
comments, it would be easier to know, which part of the article the
note is related to. Another possible scenario: students present a part
of their homework (for example an essay) on a public display and let
people correct wrong spelled words or propose suitable synonyms for
wrong chosen nouns.

Thinking about these ideas, they raise one big problem, similar to
the applications in the category ”Add”: spam. Giving people the op-
portunity to change something that already exists, there will be always
some of them who think it’s funny to destroy parts of it or to add
offending material. It might be mainly this aspect, which hinders re-
searchers to investigate this form of interaction.

3 COMBINING DIFFERENT CATEGORIES

So far we talked about projects that had one goal in common: making
public displays interactive. But non of them exceeded the boarders of
their assigned categories. However there are researchers who tried to
cross these boarders and thus intended to create new opportunities. To
take the good aspects out of different categories and combine them is
a good way of collecting inspiration for new applications.

An outstanding example has been implemented by Izadi et al. Dy-
namo [7] is a system containing a large interactive display that can
be used to ”gather around, share, display and exchange media with

others.” The basic scenario describes a group of people in a meeting,
each of them having lightweight devices like USB drives, MP3 play-
ers and digital cameras, as well as more powerful ones such as PDAs
or laptops. Sharing media files in such an environment with many
participants can be complicated: exchanging memory cards or con-
necting laptops is rather time consuming and distracting. Right here
the Dynamo application comes into action: providing ”base interac-
tion points” for lightweight devices and ”mobile interaction points”
for laptops and PDAs, group members can easily connect to the sys-
tem. Each of them is part of a multi cursor environment, owning a
pointing device identified by a certain color (see figure 6). They can
now claim a carved region on the screen by holding down a mouse
button and open up a rectangle of the desired size. Their connected
device is shown in a ”personal palette”. They can browse the device
and drag media files into their carved area (Add). Other participants
can now look at the media file, for example a video or a document
(View). If they are invited to share the carved area with it’s creator,
they can easily drag the items they like onto their own device and thus
retrieve the media file from the partner (Download). A soon discov-
ered problem was overlapping: two or more carved areas of different
users got in each others way and made it difficult to move around cer-
tain files. Participants of evaluations solved the problem by informing
each other and resizing their carved areas and moving around the me-
dia files on the screen (Influence). An additional feature of Dynamo is
the users’ ability to create notes. It is also possible to comment these
notes and to edit them (Change).

Fig. 6. Dynamo: access, share, view, annotate and copy media files [7]

In several evaluations, users stated that Dynamo provided a simple
way to exchange media files and that it is ”much more sociable than us-
ing laptops around a table”. But the user studies also uncovered some
problems. Besides the overlapping problem, the participants needed
instructions how and why they should create the carved areas. So a
short introduction is needed before being able to use the system, but
participants had no problems understanding the new interaction tech-
niques. Some people expressed concerns, that others could simply
steal files without permisson. This problem was solved by letting only
people download files from a carved area, who were invited by it’s
owner. Still, the privacy concern should not be ignored. Not only in
these studies, but also when interacting with public displays in general,
there will always be people watching. In a subway station for exam-
ple, many people are present and a lot of them will focus on both, the
person using the public display and the display itself. We can assume,
that the users are aware of this fact and are not willing to share private
information with people they do not know. In systems like Dynamo,
with the help of avatars and carved areas, every viewer can identify,
which files belongs to which user.

As you can see, Dynamo is able to combine features of all five
introduced categories. But not only this fact is the reason for making
it a powerful application. Used metaphors like drag & drop, cursors
and icons make the application also understandable and easy to use.



Future works of the research team are supposed to connect remote
Dynamo surfaces to enable remote and co-located workspaces. The
idea satisfies the need for exchanging and showing media files to oth-
ers, but has the problem of a strongly limited protection of privacy.

4 DISCUSSION

In this paper, we tried to follow a path from public displays with only
minimalistic possibilities of interaction all the way to real interactive
public displays. We discussed the process of transformation step by
step: The first category, ”View”, represents the simple, information
providing public display. No form of interaction besides viewing is
given to the user. ”Download”, the second category, allows the viewer
to retrieve interesting contents onto a mobile device. The process of
remembering and reviewing information is now possible. By having
an ”Influence” on the contents of a public display, which is described
by the third category, the user is able to chose what will show up next
and at the same time express what he is not interested in. Fourth, peo-
ple can ”Add” their personal files, comments or drawings to the public
displays and thus contribute to the contents shown and express their
opinions and current feelings. And a final idea is to let users ”Change”
pieces of information that is already present on the screen. Besides
this fifth category, all others were topics of very interesting and future-
oriented research projects. Most user studies showed that people are
interested interacting and communicating with public displays. Many
of them had fun using the applications and wished that they could use
them more often in the future. But despite of these successful eval-
uations, nearly all public displays found in everday life are still not
interactive. By taking a close look at all the papers, some possible
reasons came up that might be able to answer this question.

First of all, it is a privacy issue. People are mainly used to devices
like laptops, PCs, PDAs or mobile phones. Those are all personal de-
vices, oftentimes storing sensitive data. Looking at a relatively small
screen, people are aware of their privacy and they decide on their own
who is allowed to see their information and who is not. Being faced
with large public displays, many are concerned about their privacy.
The interactive game Polar Defence [6] wanted to let players use their
own mobile phones and used the numers extracted from recieved SMS
to identify each of them. The numbers were used to show who was up
next or who made it to the highscore list. But they used only parts of
that number, so that no spactator could identify any player. A major
concern of Shoot & Copy [2] was also privacy: will people use the
opportunity of downloading contents in public, although they might
be watched by others? In this case, they were not, because they felt
far enough away from the public display and thus it would not be pos-
sible for others to identify the contents they were interested in. The
evaluation of the eyeCanvas [4] also showed the users’ awareness of
an affected privacy. Almost none of them was willing to leave any
contact information or details about themselves. Standing in front of
the large screen in the middle of the public area of a café they felt
that people could watch them adding notes to the system. One of the
first statements given during an interview with users of the Dynamo
application [7] was the fear that provided files could be stolen by oth-
ers without having permission. As a result, the researchers added a
function letting only authorized people copy posted contents. As you
can see, privacy is a major concern of people getting in contact with
interactive public displays. We have to understand, that most of us are
not used to the described forms of interaction being in public places.
Future projects certainly need to consider this fact before their imple-
mentation. One finding is that the use of mobile phones is much more
efficient regarding privacy issues than touch screens as input devices.
Phone users can stay unidentified while everybody can see who is on
the touch screen and sometimes even what he is doing.

Second it is money that plays an important role. It is certainly cor-
rect that the costs for the actual displays have been falling over the last
years. But what we also have to think about are costs for additional
hardware such as servers (in many cases controlling the communi-
cation between user and display) and provided mobile devices (like
PDAs used for Jukola [9]). Operators of public displays also have to
pay for the development and implementation of the applications and

a steady maintenance of hardware and software. And, living in the
world of capitalism, we all know that companies don’t make invest-
ments like this without seeing the chance of earnings in the end. The
eyeCanvas [4] stayed part of the café for 14 months. Then, because of
the high amount of users, the touch screen stopped working. The eval-
uation was extremely successful, but the owners were not willing to
install the eyeCanvas permanently, anyway. Reasons were the lack of
money for hardware and to pay a suitable administrator. One solution
for the financing problem could be a fee for using the installed appli-
cations. But studies show that this would be hard to establish. Some
players of Polar Defence [6] were not even willing to pay the cost for
an SMS, which was neccessary to take part in the game. So they found
different ways: using a website providing free SMS, they simply used
their laptops instead of mobile phones.

Third, it can sometimes be a problem to attract people to use ap-
plications on a public display. Since many of them are not used to
scenarios like the ones described, they might be afraid of not being
able to understand how to use the technologies. They might even fear
to break something. Some efforts dealing with this problem have been
made by the creators of Polar Defence [6]. In their experiment, they
tried to attract many users without any human interference. They in-
stalled a second large screen, working as an information display: most
of the available area was used by a huge animation, which could be
seen from distances up to 30 meters. It was not only thought to attract
bywalkers, but it was also supposed to explain the game rules with
the help of six simple pictures. The rest of the screen was covered by
some more information about the game and the number the SMS had
to be sent to. The concept was successful, many participants played
the game and nearly all of them were able to understand the rules with-
out an explanation by the researchers. Hence, how to attract people to
interact with public displays should be one of the major concerns of
future projects.

And one more reason, why interactive public displays are not a con-
stant part of our daily life until today, is the most annoying one: spam.
Spam has been around ever since people were able to broadcast their
lives. Even one of the most used communication medium of the digital
age is endangered by spam: the email. Obviously, there will always
be people who use new ways of communication to spread their com-
mercials, offending comments or pointless statements. Just like ev-
erywhere else, spam has also been discovered in user studies of some
of the introduced projects. The biggest spam problem occured in a
place, where the researchers expected it the least: the classroom of a
respected university. 19% of all committed comments during an evalu-
ation of the video commenting system by Du et al. [5] were classified
as spam. In future work, the researchers find themselves forced to
implement an additional module ensuring more quality of the commit-
ted comments. Ironically, a fact that had a negative effect on people’s
feelings about privacy, is now a possible solution to the spam prob-
lem: the eyeCanvas team [4] is sure, that people who think they might
being watched post way less spam notes or offending pictures than
people who are sure of their anonymity. Thinking about the category
”Change”, developers are probably aware that malicious users could
always try to delete all contents or to destroy existing and carefully
drawn peaces of art. It is a painful discovery, but only a few people are
able to interfere with the effort and interest of many others.

5 OUTLOOK

We discussed both, positive and negative aspects of the interaction be-
tween public displays and their users. On the one hand, a great amount
of work has been done. Researchers developed applications, which in-
troduced new ways of interaction between the displays and their view-
ers. Userstudies showed, that many people have a vital interest in these
kinds of interaction and enjoyed exploring them. Developers paid a lot
of attention to the usability of the applications: using well known and
intuitive technologies like mobile phones, mice or touch screens, they
made it possible for users to find an easy entry in interacting with pub-
lic displays.

On the other hand, researchers came across some serious problems.
The most important one is privacy. Future projects need to be aware



that users are concerned about private data in public environments.
If this problem will not be solved, people will most likely not adopt
new possibilities of interaction. One of the solutions, assuring users of
their anonymity, triggers another problem, which is spam. Developers
need to focus on the quality of the contents of public displays and thus
have to deal with this kind of unwanted data. Another issue that needs
more attention is how to finance the installation of public displays and
the connected costs. Obviously, users are not willing to pay for the
applications. The next step would be to think about a business model
that will encourage companies to invest in interactive public displays.

Future research projects dealing with public displays should not
only keep up the work concerning usability and attractiveness of the
applications, but also keep in mind the resulting problems. If they do,
we are on a good way of making public displays interactive.
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