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Secure authentication on situated displays (e.g., to access sensitive information or to make purchases) is becoming increasingly
important. A promising approach to resist shoulder surfing attacks is to employ cues that users respond to while authenticating;
this overwhelms observers by requiring them to observe both the cue itself as well as users’ response to the cue. Although
previouswork proposed a variety ofmodalities, such as gaze andmid-air gestures, to further improve security, an understanding
of how they compare with regard to usability and security is still missing as of today. In this paper, we rigorously compare
modalities for cue-based authentication on situated displays. In particular, we provide the first comparison between touch,
mid-air gestures, and calibration-free gaze using a state-of-the-art authentication concept. In two in-depth user studies (N=37)
we found that the choice of touch or gaze presents a clear trade-off between usability and security. For example, while gaze
input is more secure, it is also more demanding and requires longer authentication times. Mid-air gestures are slightly slower
and more secure than touch but users hesitate to use them in public. We conclude with three significant design implications
for authentication using touch, mid-air gestures, and gaze and discuss how the choice of modality creates opportunities and
challenges for improved authentication in public.
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1 INTRODUCTION
There are many situations in which users have to authenticate on situated displays in public spaces. Examples
include but are not limited to accessing sensitive information (e.g., checking emails at public terminals in Internet
cafes or hotel lobbies), making purchases (e.g., public transport tickets at a vending machine, goods in a retail
store, or making payments above the limit allowed under “tap & pay”), as well as secure access (e.g., staff accessing
the security area of an airport). Such situations pose considerable challenges to authentication mechanisms,
since attackers can uncover a user’s login credentials through a variety of means. For example, an adversary
can shoulder-surf a user during authentication [20]. Smudge [6] and thermal attacks [1] can also be effective in
uncovering passwords from the oily residues and heat traces left on touchscreens after authentication.
To resist these attacks, researchers have proposed schemes in which users authenticate by responding to

on-screen cues [10, 34, 56]. We refer to this type of schemes as cue-based authentication. At the same time, novel
sensors enable the security of such schemes to be further enhanced. In particular, motion sensors and eye trackers,
which are available at <100$ and are hence cheaper than some touchscreens, enable using new input modalities
for authentication. Already today, off-the-sheld RGB cameras integrated with many ATMs and public displays.
allow for accurately detecting gestures and gaze [54].

Research in usable security has explored a range of modalities that promise both more secure and usable user
authentication, such as mid-air gestures [5], gaze [21, 39], or combinations of touch and gaze [34]. However,
to date, it remains unclear how these different modalities perform compared to each other. Understanding the
benefits and drawbacks of commonly used authentication modalities is crucial for determining their practical
usefulness and suitability for different settings and contexts. A modality that optimizes for security at the expense
of usability impacts its acceptance, and could limit the contexts of its use to situations where privacy aware users
feel observed [19]. For example, a system may recommend authenticating in a crowded train station using a
secure but less usable method; another modality could be used when it is less crowded.

In this work we report on a comparative evaluation of three implementations of cue-based authentication using
touch, mid-air gestures, and gaze. We extend a state-of-the-art touch-based scheme, SwiPIN [56], to also allow
for input using mid-air gestures and gaze on situated displays. We detect coarse mid-air gestures using a Kinect,
while an eye tracker is used to detect smooth pursuit eye movements [55]. We report on results of (1) a usability
study (N=17) in which participants entered PINs using all three modalities, and (2) a security study (N=20) in
which participants took the role of attackers and tried to observe the entered PINs. Quantitative and qualitative
results show that while gaze input is significantly more secure than touch input, it requires significantly longer
authentication times. We also found that mid-air gestures are slightly slower, more error prone, and more secure
than touch, however users are skeptical towards using them in public. Touch, as the currently most common
input modality, is fastest and least error prone but also least secure. A number of these results is surprising: 1)
Gaze is often argued to be fast [51]. Yet we found that gaze is slower than touch for cue-based authentication. 2)
Despite the larger movements performed by the arms compared to touch, cue-based authentication via mid-air
gestures is more secure due to the larger distance to the display, which complicates shoulder surfing by requiring
the attacker to switch focus between the user and the display. 3) Our results highlight the importance of socially
acceptable authentication. And finally, 4) gaze performs surprisingly well against repeated video attacks while
the vast majority of knowledge-based authentication schemes fail completely against said attacks [56].
In summary, the contributions of this work are three-fold. First, we report on the results of a user study in

which we compared cue-based authentication using touch, mid-air gestures and gaze on a situated display. Second,
we compare the security of the three methods regarding their observation resistance against one-time attacks
and repeated video attacks. Third, we derive a set of design implications to guide researchers and practitioners in
utilizing touch, mid-air gestures, and gaze to build usable and secure authentication schemes.
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2 RELATED WORK
Our work builds on three strands of prior work: (1) interacting using touch, mid-air gestures, and gaze, (2)
authentication using these modalities individually, and (3) cue-based schemes.

2.1 Touch, Mid-Air Gestures & Gaze Interaction
Previous work compared touch, mid-air gestures, and gaze as input modalities. Touch was compared with mid-air
gestures for selecting targets on a large display [28], and with gaze for interacting with an intelligent shop window
[29]. While touch was faster and less error prone, the authors noted promising potential for mid-air gestures
and gaze given that technologies are becoming more robust and accurate. Chatterjee et al. evaluated di�erent
gaze and gesture conditions for a point-and-select task on desktops and found that a combined multimodal
approach outperforms each of them individually [13]. More recently, Mäkelä et al. compared touch, mid-air
gestures, gaze, and a multimodal combination of the latter two for transferring content from public displays to
mobile devices [42]. They found that touch and mid-air gestures are fastest for transferring a single item, while
touch and the multimodal approach are fastest for transferring multiple items. They also found that users favor
gaze over other modalities when discretion about transferred items is desired. In the context of authentication,
Khamis et al. compared PIN entry using touch to a multimodal combination of gaze gestures and touch that they
referred to as GazeTouchPIN [34]. They found that the multimodal GazeTouchPIN is more secure but slower
than touch-based PINs. We are not aware of prior work that compared touch, mid-air gestures and gaze in
authentication scenarios. Additionally, while the approaches we compare build over previous work as we indicate
in the next section, their application on situated displays is novel and therefore resulted in novel insights.
2.2 Authentication Modalities
Acknowledging the need for secure authentication, researchers designed a plethora of authentication schemes to
resist di�erent attacks. Researchers developed methods for touch-based authentication on interactive surfaces
and public displays. For example, Pressure-Grid exploited the low visibility of �nger pressure for shoulder-sur�ng
resistant authentication on a multi-touch surface [37], and mobile devices [38]. Similar to today's Android Lock
Patterns, PassShapes allows users to authenticate on public terminals using a series of touch gestures [59]. Touch
biometrics can also be exploited to authenticate users as they interact with touchscreens [17, 22].

Compared to other modalities, mid-air gestures are less explored for authentication. George et al. employed
mid-air gestures for authentication in virtual environments [23]. Prior work also exploited biometric approaches
when using mid-air gestures for authentication [5, 26].

The subtle nature of gaze encouraged researchers to explore ways to employ it for authentication. EyePassShapes
uses gaze gestures for authentication [16] while others investigated the use of gaze for secure authentication
using graphical passwords de�ned on images [12]. EyePIN, GazeTouchPIN, and EyePassword use gaze for PIN
selection [34, 39]. CGP is a cued-recall graphical password scheme where users authenticate by dwelling at
certain positions on given pictures [21]. GTmoPass combines gaze and touch input for authentication on public
displays [33]. Other works exploit eye behavioral biometrics for implicit authentication [52, 53].

In contrast to biometric schemes which often require sharing personal data with third parties, the credentials
in our schemes consist of information that the user knows�a four-digit numerical PIN. This makes it is straight
forward to integrate our methods into existing backends that already accept numerical PINs for authentication.
Compared to prior research, this work is the �rst to compare the three modalities for authentication.

2.3 Cue-based Authentication
Similar to the approach adopted in this work, a body of proposed authentication schemes relied on the user's
response to cues. For example, Roth et al. developed a scheme where the keypad's digits were randomly colored
black or white, and users were asked to answer some questions about their PIN by clicking on one of two
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colored buttons [48]. VibraPass used haptic cues based on which users deliberately input incorrect PIN digits
[18]. Bianchi et al. proposed using haptic and audio cues that guide users in entering PINs [10]. Some works
proposed employing gaze for authentication by showing moving objects and tracking the user's eye movements
to determine which object the user intends to select [14, 47, 55]. The key idea of these concepts is to overload the
attacker by requiring them to track the randomized cues as well as users' response to them. In our work, we
compare three implementations of cue-based authentication using touch, mid-air gestures, and gaze.

2.4 Authentication on Situated Displays
Multiple approaches were proposed for secure authentication on situated displays. A body of work proposed
knowledge-based schemes, i.e., authentication schemes that rely on �something the user knows�, such as a PIN or
an alphanumeric or a graphical password. Knowledge-based schemes that employ touch [48], mid-air gestures
[45], and gaze [16] were proposed for public terminals. In other works, researchers opted for possession-based
authentication, i.e., relying on �something the user has', such as a key, personal ID, or a veri�able personal
mobile device. For example, several works proposed authenticating users through the MAC addresses of their
smartphones [15, 49], or wearable devices [50], which are detected as users approach the public display. A third
category is biometric authentication, which relies on the inference factor, i.e., �something the user is�. Examples
of these are behavioral biometric schemes [17] and facial recognition [25].

The three aforementioned authentication factors can be combined for multi-factor user authentication on
situated displays. The most typical example of those can be seen on ATMs, where the user is required topossess
the ATM card, and toknowthe PIN. The use of personal mobile devices to interact with pervasive displays has
been researched extensively for several applications. One of the most promising applications of which is the use
of personal mobile devices alongside passwords for secure multi-factor authentication. Examples of such systems
that were deployed for public displays are LuxPass [8], GTmoPass [33], and Tandem authentication [27].

While multi-factor authentication has a lot of advantages, there are many situations in which taking the phone
out of one's pocket or bag could be cumbersome and could interrupt the interaction �ow [42].

3 AUTHENTICATION USING TOUCH, GESTURES & GAZE
In this work we focus on authentication on situated displays, such as public internet terminals, check-in counters,
ticket vending machines, and ATMs. We extended a state-of-the-art scheme, SwiPIN [56], to a situated display
setting (see Figure 2). Although SwiPIN was introduced for touch-based authentication on mobile devices, we
chose it for our setup because (1) it is fast and resilient to observations, (2) it uses PINs as passwords, to which
many users are already accustomed, and can be integrated into existing backends that use PINs for authentication,
(3) its reliance on visual cues and touch-based gestures for input makes its concept applicable to a wider range of
modalities, such as mid-air gestures and gaze, and (4) it was replicated and re-studied in follow up work by other
researchers [60]. In addition to adapting SwiPIN to situated displays, we extended it to accept mid-air gestures
and eye gaze movements as input.

The underlying concept of the examined schemes is to display visual cues on the screen. For touch and mid-air
gestures, arrows are shown to indicate a gesture in the respective direction, while the absence of an arrow
indicates that users have to tap in case of touch, or perform a mid-air gesture to the front. In case of gaze, we
employed Pursuits [55], a state-of-the-art technique for calibration-free gaze interaction. Similar to the work of
Cymek et al. [14], each digit �oats in a unique trajectory; eye movements are then compared to the trajectory of
the moving objects to determine which digit the user is looking at without the need for calibration. The cues
are randomly distributed across the digits every time the user provides an input (cf. Figures 1D and 1E). The
user then reacts to the cue associated with the digit she would like to input. Hence, for adversaries to �nd the
password, they would have to observe (1) the on-screen cues, and (2) the user's input in response to the cue.
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Fig. 1. We report on our implementations of cue-based authentication on situated displays using di�erent input modalities.
We evaluate and compare the use of touch (A, D), mid-air gestures (B, E), and gaze (C, F) to respond to on-screen cues. To
enter �0� via touch, the user observes that the cue overlaid at digit �0� in Figure D is pointing upwards, hence the user
provides an upward touch gesture in the yellow box. In Figure E, a user performs a mid-air gesture to the le� with his le�
hand to input �7�. In Figure F, each digit moves in distinct trajectory, and a user selects �3� by following its circular movement.
The size of the interface was adapted depending on the modality to account for the di�erent interaction distances.

3.1 Touch-based Input
Touch is the baseline in our experiment. Although touch authentication is susceptible to smudge [6] and thermal
attacks [1], it is still one of the most widely used modalities for interaction with situated displays [4].

3.1.1 Concept.In order for a user to input a digit via touch, the user would: (1) observe which cue is shown on
the digit (see Figure 1D); an arrow means a touch gesture to the direction it is pointing to is required (i.e., swipe),
while the absence of an arrow means that the user should tap, (2) perform the respective touch gesture in the red
or yellow box, depending on whether the digit is on the left (red area) or on the right (yellow area). The input is
provided on a 23� touchscreen. There are no restrictions on which hand to use. For example, in order to select the
digit �5� in Figure 1D, the user would swipe to the right in the red box.

3.1.2 Implementation.Touch gestures are detected by (1) logging the point at which the user's �nger touches
the screen, (2) logging the point at which the user's �nger breaks contact with the screen, then (3) measuring the
distance between the two points, and deciding the outcome based on the following equation:

Input =

(
Right; i f T < dx
Le f t; i f dx < � T;
Up; i f T < dy ;
Down; i f dy < � T;
Tap; otherwise;

(1)

whered is the distance between the touch point and the release point on the x- and y-axes.T de�nes a threshold
area that was set to 25 pixels (0.62� of visual angle) based on pilot tests.

3.2 Mid-air Gestures-based Input
Interaction using mid-air gestures is attractive for public displays, and has hence been studied extensively in
previous work. For example, researchers studied teaching public display users how to perform mid-air gestures
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