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Abstract
One key feature of TensorFlow includes the possibility to
compile the trained model to run efficiently on mobile pho-
nes. This enables a wide range of opportunities for resear-
chers and developers. In this tutorial, we teach attendees
two basic steps to run neural networks on a mobile phone:
Firstly, we will teach how to develop neural network archi-
tectures and train them in TensorFlow . Secondly, we show
the process to run the trained models on a mobile phone.
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Introduction
We currently witness the third wave of machine learning.
In contrast to the previous waves, current machine lear-
ning research demonstrated impressive performance for a
very wide range of tasks. Recent success in machine lear-
ning was mainly enabled by combining new training algo-
rithms, new network architectures and moving the training
on graphic cards. Combined, these three aspects enable to
train models that not only outperform previous approaches
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but also enabled new application areas. Machine learning
models are on par with humans or even demonstrate super-
human performance for a number of tasks, including playing
Go1, playing Atari games [7], classifying images2, or to de-
termine the location where an image was taken [9].

The human-computer interaction (HCI) community used
machine learning for a very wide range of use cases. Amongst
others, this includes classification of pro-eating disorder [1],
authentication [2], touchscreen latency reduction [3, 4], life-
logging [5], workout trainer [8], and chatbots [10]. Training
and using advanced machine learning models recently be-
came much easier due to a variety of open libraries, inclu-
ding Torch, Theano, and TensorFlow. These libraries are
not only used and developed by researchers from academia
and industry but are also accessible for practitioners.

With increasing processing power, it became possible to
train increasingly complex machine learning models. Luckily
processing power is mainly needed during training. A uni-
que feature of TensorFlow is the possibility to reduce the
size of a trained model and compile it for deployment. In
particular, it is possible to run models efficiently on mobile
devices. This makes TensorFlow especially exciting for mo-
bile HCI researchers as it enables to use powerful machine
learning models directly on end users devices.

In this tutorial, attendees will learn the basics to develop
neural networks and train them using TensorFlow . Furt-
her, we will show how to port the trained model on to a
mobile phone using the model size reduction features of

1David Silver and Demis Hassabis on AlphaGo: Mastering the ancient
game of Go with Machine Learning https://research.googleblog.com/
2016/01/alphago-mastering-ancient-game-of-go.html

2Blog post Andrej Karpathy about what I learned from competing
against a ConvNet on ImageNet http://karpathy.github.io/2014/09/02/
what-i-learned-from-competing-against-a-convnet-on-imagenet/

TensorFlow Mobile. TensorFlow is a graph-based open
source library for a wide range of machine learning algo-
rithms. The graph structure enables TensorFlow to move
the data between CPU’s and GPU’s to efficiently manipu-
late them. When using GPUs, TensorFlow relies on CUDA3

and cuDNN4. While TensorFlow is mostly known for its
Neural Network abilities, it is also possible to train other
models, such as K-Nearest-Neighbor and Linear Models.

Covered Topics
We will teach how to train a model using TensorFlow ver-
sion 1.2 or later using Python 3.6. We will further focus
on all necessary steps to use a trained model within an
Android application. This tutorial covers neural networks
for two purposes, namely classification and regression
tasks. Hence, the focus lies primarily on supervised le-
arning which enables the models to be used for novel in-
teraction techniques as shown in previous HCI work. For
each topic, we provide multiple exercises that attendees will
solve in group work and with the support of the instructors.

Intended Audience
This tutorial requires knowledge of programming. As Ten-
sorFlow ’s Python API is at present the most complete and
easiest to use we will use Python throughout the course.
Thus, basic knowledge of Python and the fundamentals in
machine learning is beneficial. Further, knowledge of state
of the art machine learning concepts, such as convolutional
neural networks is helpful to apply the presented concepts.

3CUDA is a parallel computing platform and programming model
invented by NVIDIA https://developer.nvidia.com/cuda-zone

4 The NVIDIA CUDA Deep Neural Network library (cuDNN) is
a GPU-accelerated library of primitives for deep neural networks.
https://developer.nvidia.com/cudnn
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Time Topic

10 Introduction of the agenda, the organizers and the
participants

30 Overview of machine learning and recent advances in
the field, covering supervised & unsupervised learning,
classification & regression, TensorFlow, a typical tool
chain, and neural networks

30 Hands-on introduction to Jupyter. Participants train a
neural network using provided Jupyter notebooks and
explore the effect of different hyperparameters using
the MNIST data set [6] for handwritten digit recognition.

10 Discussion of performance metrics for classification and
regression as well as cost functions

10 Overview of the process to bring TensorFlow models to
Android devices

20 Participants port their trained model to Android devi-
ces using provided code samples which will result in a
handwritten digit keyboard.

10 Wrap-Up of the tutorial and pointers to further directions

Table 1: The structure of the tutorial that mixes discussion of
basic concepts and hands-on work. The table shows a rough
estimate of the duration in minutes of the different parts based on
organizers previous experience.

Materials
Attendees receive accounts to run Python code on our
server during the tutorial. We further provide Jupyter no-
tebooks that comprise plug & play examples for a classifi-
cation and regression task. Participants are provided with

the option to download these notebooks (including their
changes during the course) on their own machine. These
notebooks are designed so that they can be readily modi-
fied to run the classification and regression task with the
attendee’s own data set on their machine for future projects.
We further provide instructions, scripts and a demo Android
project to run the trained model on an Android device.

Procedure
The tutorial is designed as a course that guides participants
through the process of designing the architecture of a neu-
ral network using state of the art tools, training the model,
and deploying it on mobile devices (see Table 1). A two-
hour workshop will be sufficient to give participants first
hands-on insights into using machine learning for mobile
devices.

The course mixes introductions to the individual aspects
and hands-on parts that enable participants to explore the
presented concepts themselves. Thereby, participants can
directly apply the introduced concepts on their own com-
puters. To reduce friction caused by installing the required
toolchain on participants’ computers, we will prepare Jupy-
ter notebooks5 for participants and prepare accounts on our
own server.

Further topics that would be discussed in a half-day course
include, preparing participants’ own data sets, further net-
work architectures, hands-on exploration of regression, and
unsupervised learning.

5http://jupyter.org/

http://jupyter.org/
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Instructors
Sven Mayer is a Ph.D. student at the University of Stutt-
gart. He is part of Cluster of Excellence in Simulation Techno-
logy, in brief SimTech, funded by the German research
foundation (DFG). He is generally interested in all flavors
of HCI. Sven’s particular interest is in touch interaction and
machine learning. His main research interest is modeling of
human behavior patterns for interactive system.

Huy Viet Le is a Ph.D. student at the University of Stuttgart,
funded by the MWK Baden-Württemberg within the
Juniorprofessuren-Programm and the German research
foundation (DFG) within the SimTech Cluster of Excellence.

His research focuses on modeling touch interaction on mo-
bile devices. Furthermore, he is interested in extending the
touch input vocabulary on mobile devices using machine
learning and external sensors.

Niels Henze is an assistant professor at the University of
Stuttgart. He heads the group for socio-cognitive systems
within the Institute for Visualization and Interactive Systems
as well as the SimTech Cluster of Excellence in Simulation
Technology. Niels is generally interested in mobile human-
computer interaction and he is particularly interested in
using large-scale studies to develop models of human be-
havior that can improve the interaction with mobile devices.
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