ABSTRACT
Collaborative Virtual Environments (CVEs) offer unique opportunities for human communication. Humans can interact with each other over a distance in any environment and visual embodiment they want. Although deictic gestures are especially important as they can guide other humans’ attention, humans make systematic errors when using and interpreting them. Recent work suggests that the interpretation of vertical deictic gestures can be significantly improved by warping the pointing arm. In this paper, we extend previous work by showing that models enable to also improve the interpretation of deictic gestures at targets all around the user. Through a study with 28 participants in a CVE, we analyzed the errors users make when interpreting deictic gestures. We derived a model that rotates the arm of a pointing user’s avatar to improve the observing users’ accuracy. A second study with 24 participants shows that we can improve observers’ accuracy by 22.9%. As our approach is not noticeable for users, it improves their accuracy without requiring them to learn a new interaction technique or distracting from the experience.
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INTRODUCTION
Collaborative Virtual Environments (CVEs) are virtual environments where multiple users connected by a network can meet, collaborate, and work [30]. Already proposed in the early 1990s, CVEs have been one of the earliest use cases for virtual reality (VR) [15, 17, 60] as the result of a convergence of research on VR and computer-supported cooperative work (CSCW) [6]. CVEs enable multiple users to work, play, and learn together while being in different locations. Due to the virtual environment, users can choose any environment that suits the task and the visual embodiment they prefer.

VR enables to go beyond the physical constraints of the real world. Both the avatar the virtual representation of the user and the virtual world are rendered in 3D and do not necessarily need to follow physical laws of the real world. Avatars, for example, can have a different virtual appearance than the own body and users can change their avatar as they have different preferences [53]. Due to the dominance of vision, it is even possible to alter the avatar pose without being noticed by the user [57]. That enables redirecting the user’s movement, for example, to repurpose passive haptics of a physical object to simulate multiple virtual objects [2, 16].

A body of previous works aimed to optimize task performance in VR by changing the user’s appearance but did not fully embrace the possibilities of VR. In VR, users could overcome limitations they face in the physical world. We are especially interested in improving users’ ability to interpret deictic gestures as they are one of the most fundamental forms of non-verbal communication [14, 29, 33]. They are particularly important for CSCW applications in VR because, for example, they allow users to indicate objects they are talking about. Ultimately, such experience could be even more efficient and more enjoyable than the interaction in the physical world. As Mayer et al. [43, 44] showed that pointing in not accurate to overcome this, we envision that in VR pointing can be naturally improved. Here, Greenberg et al. [23] investigated displaying a reference cursor to enhance collaboration and accuracy. Moreover, Wong and Gutwin [67] investigated a wide range of visualization techniques to foster a better collaboration such as long arm, highlighting, and ray casting. On the other hand, Mayer et al. [43] showed that presenting feedback increases the selection time and will, therefore, break the conversation flow in a cooperative task [42]. Finally, Sousa et al. [57] recently presented a first step toward enhancing humans’ ability to interpret deictic pointing gestures without adding feedback. They altered the pointing user’s body posture by naturally rotating the arm of the pointer. Because the model proposed by
Sousa et al. [57] only accounted for vertical errors, they could only show a higher accuracy in one dimension. However, the models for 2D pointing tasks proposed by Mayer et al. [43, 44] suggest that there are pitch (up-down) and yaw (left-right) errors.

In this paper, we show how to improve the interaction between users in CVEs by increasing the accuracy while interpreting deictic gestures. In the first study, we confirm previous findings [57] and extend these by showing that users make systematic two-dimensional errors when interpreting pointing gestures. Our results suggest that, both the limited accuracy when performing deictic gestures as well as the limited accuracy when interpreting them contribute to the total error. We use the collected data to develop a model that rotates the arm of a pointing user’s avatar to counteract this error. We show that while controlling the distance between the two users, the 2D pointing tasks are indeed subject to error in, both pitch and yaw rotation. Based on our first findings, we present a new general pointing correction model for deictic gestures. As the model is only applied to the perspective of the user interpreting the deictic gesture, it cannot affect the immersion of the pointer. Through a second study, we show that the developed approach significantly improves a user’s accuracy when interpreting deictic gestures. Thus, our model provides improved capabilities to interpret deictic gestures in collaborative VR settings.

RELATED WORK
CVEs have been one of the early drivers for VR. They can enable natural communication between remote users. One of the most fundamental forms of non-verbal communication is deictic gestures. In the following, we first discuss the opportunities provided by VR and CVEs. Afterward, we provide an overview of work on deictic pointing and how the systematic errors that humans make can be compensated. Finally, we outline previous work on manipulating avatars’ pose to provide new VR experiences.

Collaborative Virtual Environments
A VR is a simulated environment in which a user experiences presence [36, 50, 66] using a communication medium [59]. This occurs when a person’s perception ignores the existence of the mediating technology and experiences the feeling of being or acting in a place, even when one is physically situated in another location [4, 48]. Users are immersed in virtual environments that can be similar to the real world but can also go beyond what is possible in the real world. Groom et al. [26], for example, proposed strategies to reduce racial prejudice by changing the user’s appearance. Due to the underlying virtual environment, users or developers can choose the environment that suits the tasks and the virtual embodiment they prefer.

CVEs are virtual environments where multiple users are present at the same time [30]. Already proposed in the early 1990s, CVEs have been one of the early use cases for VR [15, 17, 60]. They have been seen as the result of a convergence of research on VR and CSCW [6]. CVEs enable multiple users to work, play, and learn in the same (virtual) environment while being physically distributed around the globe. CVEs have been even proposed as a collaborative space for researchers [8].

CVEs have been used to study various situations such as classroom situations [19] or to train first responders [7]. Greenwald et al. use CVEs for creating and manipulating virtual objects in multi-user scenarios [24] and collaborative learning [25]. The possibilities to recreate scenarios are endless. Consequently, their design has extensively been studied [5, 62, 49]. However, CVEs can also go beyond just mimicking the real world and have been used to enable users or developers to alter humans’ perception [26, 41].

In summary, VR can enable immersive interactive systems. Particularly CVEs have the potential to improve human collaboration. Previous work mainly focused on replicating the real world with the highest fidelity. CVEs provide not only control over the virtual environment but also over the users’ virtual bodies. Thus, CVEs have the potential to enable human collaboration beyond what is possible in the real world.

Deictic Pointing Gestures
After a child’s first year, they develop the ability to point at distant objects using their hands and fingers, a behavior that is called “deictic gestures” [11, 13, 33]. Deictic gestures are fundamental to direct others’ attention to objects and other beings and help develop a joint understanding of objects in space [1, 12]. It has been shown that the ability to perform deictic gestures is linked to developing an understanding of others’ intentions [14]. Deictic gestures are typically performed by extending the arm and the index finger [3, 43, 61].

A large body of work from psychology investigated how humans point at objects in a distance. This research showed that humans’ accuracy when pointing at remote objects with their hands or with tools is limited [21, 38]. This limited accuracy is a fundamental challenge for human-computer interaction (HCI) as, starting with the seminal work by Bolt [9], mid-air pointing has been frequently proposed as a natural way to interact with computing systems. Consequently, work in the CVE domain investigated how to design visual feedback to support users’ ability to interpret the deictic gesture. Here, Wong and Gutwin [67] proposed visual indicators, such as an extended arm, a laser beam, or highlighting the targeted object to support deictic gestures in CVEs. However, Wachs et al. [64] showed that visual feedback can have negative effects on immersion and on cognitive workload. Previous work from HCI showed that pointing in VR, just as in the real world, has limited accuracy [40, 43, 44] when interacting with a system. Moreover, for collaborative tasks, the judgment of a deictic direction by an observer is fundamental for a positive outcome [22, 28, 58]. However, humans lack the ability to interpret deictic gestures precisely [34, 51]. Herbort and Kunde [34] model humans’ limitation and present a model that can explain 91% of the variance. Based on the work by Herbort and Kunde, Sousa et al. [57] proposed an approach to improve humans’ ability to interpret deictic gestures by rotating the arm to counteract the interpretation error. In contrast to work presented by Mayer et al. [43, 44], however, Herbort and Kunde [34, 35] as well as Sousa et al. [57] only analyzed the vertical errors by using targets within one defined column. Yet,
deictic gestures are 2D pointing tasks. Indeed, Bangerter and Oppenheimer [3], for example, showed that the accuracy for center targets and targets to the horizontal extremes differs.

Manipulating Avatars’ Pose
VR theoretically offers the opportunity to create a virtual world “better” than the real one. While the laws of physics restrict human’s actions in the real world, virtual worlds do not necessarily impose the same restrictions, such as displaying different arm visualizations for each person. Avatars do not have to be digital twins of the physical person they are representing. Avatars can look differently [52, 53], which can change how users type [39], perform target selection [54], or perceive surfaces [55]. They can also have skills the real person does not. Avatars can fly [63], shrink and grow [46], be teleported [10], or enable to look through the eyes of others [27]. They might even be able to perfectly point at objects so that their communication partner perfectly understands at which target they are pointing.

Previous work manipulated avatars’ pose to overcome the restrictions imposed by the real world. Kasahara et al. [37] experimented with slightly deformed avatars. They found that the spatial-temporal deformation of an avatar can change how users perceive their own bodies. Predicting the user’s pose in the near future and using the prediction when rendering the avatar instead of the actual pose makes the user feel lighter. Feuchtner and Müller [20] propose to control distant objects with a long virtual arm. They found that the virtual arm can be stretched to more than twice its real length without breaking the user’s sense of ownership for the virtual limb. Azmandian et al. [2] exploit the dominance of vision when a user’s senses conflict to realize what the authors call “haptic retargeting.” When a user grabs an object, the position of the hand is dynamically altered which enables repurposing passive haptics from the same physical object for multiple virtual objects. Cheng et al. [16] extended this work by generalizing haptic retargeting. They analyzed a user’s gaze and hand motions, and redirected their hand to a matching part of a sparse haptic proxy. Finally, Sousa et al. [57] proposed a body warping algorithm to improve pointing for 1D pointing tasks.

Overall, VR enables to overcome the restrictions of the real world. Avatars can look widely different than the user and not even necessarily like a human being. VR also enables spatial-temporal deformation of a user’s avatar. Previous work focused on changing how users perceive their own avatar. To improve the interpretation of deictic gestures in CVE it is, however, necessary to change how other users perceive other users’ avatars.

Summary
In summary, VR enables new communication pathways between users. While deictic gestures are one of the most fundamental forms of non-verbal communication, humans’ precision when performing them is limited. To improve the precision when interacting with computing systems, a number of approaches have been developed. However, they cannot improve users’ ability to interpret deictic gestures or distract from the gesture itself through additional visualizations. A potential approach to improve the interpretation of deictic gestures is manipulating the pose of the users’ avatar. In contrast to previous work, however, it is necessary to manipulate the pose in two dimensions.

ERRORS WHEN INTERPRETING DEICTIC GESTURES
Previous work studying the errors made when interpreting deictic gestures only considered vertical errors. We, however, hypothesize that pointing is a task involving two rotation axes. Therefore, we conduct a study with two participants situated in a CVE. We asked one participant to estimate the position of targets another participant pointed at, see Figure 2. In the following, we refer to the participant who pointed at the targets as Pointer and the participant which estimated the target’s position as the Observer.

In contrast to work presented by Sousa et al. [57], we hypothesize that pointing is a two-dimensional task and, therefore, the angle between target, Pointer, and Observer needs to be taken into account, see Figure 4. Moreover, Bangerter and Oppenheimer [3] showed that the accuracy is different for targets close to the horizontal extreme. Thus, the goal is to cover the full 360° around the participants while covering a large range in height. Thus, we are extending the work by Sousa et al. [57] by the rotation dimension.

Sousa et al. [57] showed that the distance between the Pointer has an effect on the Observer’s precision when estimating the target’s position; thus, we systematically varied the distance between them. We choose the distances based on the proxemics zones by Hall [31]. According to Hall, the crossover from the intimate zone to the personal zone is 45cm from a person and the crossover from the personal zone to the social zone is 122cm from a person. In addition to these two distances, we use their center at 83cm. Therefore, we are spanning the range of distances where normal conversation
We built a system in which two participants equipped with HTC Vive interacted via a network connection. We used a marker-based six degrees of freedom (6DOF) OptiTrack motion capture system to track the participants. The skeleton tracking provided by OptiTrack was used to track the upper body of the pointer. As the skeleton tracking delivers neither precise position nor orientation of the index finger, we followed the approach by Mayer et al. [43] to determine the different ray casts and attached an additional rigid body to the pointer’s index finger. OptiTrack delivers the head rotation only with 240 fps and has a higher latency than the rotation tracking of the Vive. Therefore, we determined participants’ head rotation from the sensors of the Vive to counteract motion sickness.

Using the OptiTrack system, we tracked both head-mounted displays (HMDs) using the ‘Vive mount’¹. For the observer, we only tracked the head position using OptiTrack and the head rotation using the Vive. However, the observer was not rendered in VR. Additionally, we tracked a hand-held stick that the observer uses to describe the position the pointer indicated. In VR, the trajectory of the hand-held stick was shown as a laser beam with a crosshair at the end [67]. Both beam and crosshair were only visible to the observer.

Both participants were located in the same VR room, a cylinder 8m in diameter and 7m in height. The pointer was positioned in the center of the room. During the study, we positioned the observer relative to the pointer in a distance according to the respective condition. They were separately positioned on 1m high cylinders with a diameter of 1m. We designed the room such that the floor would not limit the observer in selecting a position. Participants were asked to stay in the center of their cylinder; however, the experimenter had the option to recenter the participants if they leave their initial position. The observer was represented through the human-like avatar used by Schwind et al. [56] as they have shown this avatar leads to better pointing performance than less human-like characters. Moreover, today’s VR technologies often use avatars that lead to a good immersion [45] and full body representation leads to an improved awareness [5].

While Sousa et al. [57] showed that distant targets have a higher absolute error, the angular error remains the same and the absolute error is proportional [44]. Indeed, Mayer et al. [44] modeled the angular error and derived distance-invariant models. Thus, in our study, we use a fixed target distance.

Mayer et al. [44] showed that sitting and standing result in the same pointing error. Sousa et al. [57] showed that arm- and head-pose are the dominant means when interpreting a deictic gesture. Additionally, arm and finger relationship is the same while sitting or even walking. Thus, we only investigated participants standing next to each other. As the observer’s behavior could influence the pointer’s behavior, the observer’s avatar was not rendered in VR.

As aim of this study was to investigate and later improve the aiming performance of the observer, the pointer has to make the same errors in the study as which wound naturally occur to enable us to model the error. This, then allowed the model to combine the error made by pointer and observer. We, therefore, cannot provide a visible feedback to the pointer as it would change the pointer’s behavior and thus error rendering the model only valid in cases where feedback is provided.

Procedure

The experiment was conducted with two participants at the same time. One participant was always the pointer and the other always the observer. After welcoming the participants, we asked them to sign the consent form and fill in a demographic questionnaire. We then explained the procedure of the study and brought both participants into the VR.

After a familiarization phase, we guided the participants through the study. Targets were shown to the pointer on the wall using a green crosshair while not being visible for the observer. We added arrows pointing towards the target (see Figure 2) so that the pointer quickly finds the target. The pointer was asked to point at the target with the index finger of the right hand. No further instructors where given on how to point. When the pointer was sure to point into the right direction, they confirmed their posture using a remote control in their left hand. The confirmation changed the color of the target to red indicating that no further action is required. However, the pointer had to hold the posture until the observer’s turn was over. In that moment, the crosshair at the end of the laser beam coming out of the observer’s stick turned from red to green, indicating that action of the observer is required.

¹https://github.com/interactionlab/htc-vive-marker-mount
Afterwards, the observer had to estimate the target’s position and indicate this using the laser beam. After positioning their crosshair, the observer had to confirm the position on a remote control with the left hand. The confirmation of the observer turned the observer’s crosshair red again and showed the next target to the pointer.

This procedure was repeated 80 times until the pointer and observer had pointed at all 80 targets. After completing 80 trials for one distance, participants were asked to leave the VR and to fill a raw NASA-Task Load Index (raw TLX) [32] to observe possible fatigue effects and to give them a break to relax. When reentering the VR environment, they continued with the next distance.

We counter-balanced distance using a Latin Square design which accounts for first-order effects [65]. Further, we randomized the order of the targets. In total, each pair of participants had to point at 3 conditions × 80 targets = 240 targets. The time and effort of the participants was compensated with a.

Participants
We recruited 28 participants (19 male, and 9 female) via our institutions’ mailing list. Participants were between 19 and 41 years old (M = 24.5, SD = 5.4). As Plaumann et al. [47] showed a strong influence of handedness on the pointing performance, we only recruited right-handed participants who had no locomotor coordination problems and wore neither glasses nor contact lenses. We used the Porta test [18] to screen participants for eye-dominance: 23 participants had right-eye dominance, and 5 had left-eye dominance.

Results
We collected a total of 3,360 pointing postures of the pointer and additional 3,360 positions estimated by the observer. In line with previous work [3, 43, 61], participants performed the deictic gesture by extending the arm and the index finger to address the target in the distant. In the following, whenever Mauchly’s test showed that the sphericity assumption was violated in the repeated measures analysis of variance (RM-ANOVA), we reported Greenhouse-Geisser (GG) or Huynh-Feldt (HF) corrected p-values.

Fatigue effects
First, we analyzed the raw TLX score (scale: 0-20) to determine if potential workload or fatigue effects had to be considered in the analysis. The mean raw TLX score was M = 5.8 (SD = 2.3) after the first, M = 5.6 (SD = 2.7) after the second, and M = 5.4 (SD = 2.8) after the last distance. We conducted a two-way RM-ANOVA to reveal significant differences between the pointer and the observer or if the round significantly influenced the work load. The analysis did not reveal a significant difference between the pointer and the observer (F1,26 = .595, p = .447, η2 = .019) and no effect of round on the work load (F1,604,41,699 = 1.001, p = .364, η2 = .005). The analysis also did not reveal a significant interaction effect (F1,604,41,699 = .257, p = .725, η2 = .001). The mean results are similar to the ones reported by Mayer et al. [44, 43] for a similar pointing task. We assume that effects caused by fatigue or workload are negligible.

Accuracy of the Pointer
Previous work [43] showed a systematic effect for the commonly used ray casting methods when systems estimate the direction of a user. In the following, we investigate if the systematic error is also present in a cylinder, which has not been studied before. Therefore, we used the same four ray casting methods as described in the introduction:

<table>
<thead>
<tr>
<th>Pointer</th>
<th>M</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eye-finger ray cast (EFRC)</td>
<td>40.0 cm</td>
<td>8.5</td>
</tr>
<tr>
<td>Forearm ray cast (FRC)</td>
<td>498.4 cm</td>
<td>83.1</td>
</tr>
<tr>
<td>Head ray cast (HRC)</td>
<td>172.7 cm</td>
<td>53.0</td>
</tr>
<tr>
<td>Index finger ray cast (IFRC)</td>
<td>284.1 cm</td>
<td>175.0</td>
</tr>
</tbody>
</table>

Table 1. Average error for the four ray casting methods for the targets at a distance of 4m from the pointer.

<table>
<thead>
<tr>
<th>Observer</th>
<th>M</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance 46 cm</td>
<td>96.8 cm</td>
<td>24.8</td>
</tr>
<tr>
<td>Distance 83 cm</td>
<td>103.1 cm</td>
<td>27.3</td>
</tr>
<tr>
<td>Distance 122 cm</td>
<td>102.9 cm</td>
<td>25.4</td>
</tr>
<tr>
<td>Average</td>
<td>100.9 cm</td>
<td>25.8</td>
</tr>
</tbody>
</table>

Table 2. Observers’ average error when estimating the position of the target at which the pointer points. The targets had a distance of 4m from the pointer.
casting methods (METHOD) eye-finger ray cast (EFRC), index finger ray cast (IFRC), forearm ray cast (FRC), and head ray cast (HRC) to determine the pointers’ accuracy. Before analyzing the pointing precision of the Observer, we filtered the pointing gestures to remove outliers. We use two times the standard deviation as an upper bound. We choose this filter based on a visual inspection of the histogram to meet the normality assumption. We thereby removed 0.48% of the data. We conducted a one-way RM-ANOVA to determine if the distance between the intersect of the Pointer and the target is different for the four METHODS. The analysis revealed a significant effect of the METHOD on distance ($F_{1,636,21,267} = 60.005, p < .001, \eta^2 = .751$). The two-tailed t-test with Bonferroni correction revealed that IFRC vs. HRC did not significantly differ ($p = .223$), IFRC vs. FRC are significantly different ($p = .003$), and all other combinations also significantly differ (all $p < .001$), see Table 1. Therefore, EFRC performed significantly better than the other METHODS, see Figure 3.

### Accuracy of the Observer

Before analyzing how accurate the Observer can estimate the positions of the targets, we filtered the Observers’ estimations to remove outliers. We use three times the standard deviation as an upper bound. Again, this filter was selected based on a visual inspection of the histogram to meet the normality assumption. Logically this filter was not as strict as the spread for the observer is higher. We thereby removed 42% of the data. Afterward, we conducted a three-way RM-ANOVA to determine if DISTANCE $\times$ HEIGHT $\times$ ROTATION significantly influence the observers’ accuracy. The analysis revealed a significant effect of DISTANCE, HEIGHT and ROTATION ($F_{2,26} = 4.995, p < .015, \eta^2 = .004$; $F_{4,52} = 4.958, p < .002, \eta^2 = .006$; $F_{15,195} = 5.842, p < .001, \eta^2 = .063$; respectively). We also found a significant two-interaction effect for HEIGHT $\times$ ROTATION, $F_{60,780} = 1.680, p < .002, \eta^2 = .032$. However, no two-way interaction effect for DISTANCE $\times$ HEIGHT and DISTANCE $\times$ ROTATION ($F_{8,104} = 768, p > .631, \eta^2 = .002$; $F_{30,390} = 1.450, p > .062, \eta^2 = .015$; respectively). We also found no three-way interaction effect for DISTANCE $\times$ HEIGHT $\times$ DISTANCE, $F_{120,1560} = 902, p > .763, \eta^2 = .026$. The observers’ average error over all distances was 100.9cm, see Figure 4 and Table 2.

### Discussion

We conducted a study to understand how a person interprets where another person is pointing. We first validated if the apparatus leads to results similar to previous work for the:pointer. Any discrepancy would render invalid results for the observer. For the pointer, the results are in line with previous work that only focused on the precision of the pointer [43, 56]. As in previous work, using an eye-finger ray cast to determine where a person points at is more precise than related approaches. An error of 40.0cm in a distance of 4m remains the most precise approach. The results for the pointer are in line with previous works [43, 44]; therefore, we consider the apparatus as a valid tool to further study the observer’s perspective.

Analyzing the precision with which an observer can estimate where another person points, we found an average error of around 1m in a distance of 4m. The error is, however, not evenly distributed, see Figure 4. We found significant effects for DISTANCE, HEIGHT, and ROTATION. Thus, the accuracy of an observer depends on the relative position of the pointer and the target. This is especially apparent for the angle between Pointer and Observer (ROTATION). Observers achieve the highest accuracy when the pointer stands between them.
and the target (−180°). They remain fairly accurate when the target rotates to the left and the pointer starts facing the observer (−225°). This confirms intuition as pointing at an object while facing another person is common when discussing or highlighting distant objects. Rotating targets to the right (−135°) results in the lowest accuracy. At this point, the observer faces the back of the pointer, which seems to make it especially difficult to interpret the deictic gesture. Here, we found a significant effects on the observers’ behavior, see Figure 4. Therefore, we conclude that the errors made, when observers estimate the position of the target, are not random but can partially explained by a systematic component. Furthermore, we showed that the 1D pointing task used by Sousa et al. [57] is not sufficient to model the full scope of deictic pointing. Our results confirm that deictic gestures are 2D pointing tasks.

It is widely accepted that humans’ precision when performing deictic gestures is limited [21, 38, 43]. Our study shows that when interpreting deictic gestures, human observers are less precise than an IFRC. Consequently, we assume that the total error when deictic gestures are interpreted is caused by a combination of the pointer’s limited accuracy when performing gestures and the observer’s limited accuracy when interpreting them. With this study, we lay the foundation for improving the interaction between users in CVEs by increasing the accuracy when interpreting deictic gestures. Therefore, we conducted the study in CVE. As previous work showed that VR affects how users point at targets, we cannot make assumptions about deictic gestures in general or why they occur. We, however, assume that further investigations outside a VR could reveal interesting insights.

IMPROVING HUMANS’ ABILITIES TO INTERPRET DEICTIC GESTURES

In our first study, we showed how a person interprets the pointing gesture of another person. As we showed a systematic misinterpretation of a pointer’s gesture by an observer, we aim to systematically compensate the error by changing the pose of the pointing user’s avatar. By changing the pose, we aim to manipulate where another user believes the avatar truly points at. The changed pose only needs to be visible to the observer. Therefore, it remains unnoticeable for the pointer but can improve the observer’s accuracy. In the following, we first develop a model that describes the systematic component of the error when observers interpret deictic gestures. Afterward, we describe how the model can be applied to pointing avatars to achieve a better deictic gesture interpretation.

Model to Improve Estimation Accuracy

Sousa et al. [57] proposed an initial model to improve deictic pointing by manipulating the avatar of the pointing person. However, they treated deictic gestures as a 1D task. While Sousa et al. [57] incorporated the height of the target in relation to the pointer, they ignored the angle between target, pointer, and observer. Our results show that this angle is an important factor to be considered for a general model of deictic gestures; however, this is missing in a 1D task. In the following, we further extend the idea of manipulating the avatar to derive a general model for all deictic pointing gestures.

Previous work suggests that humans, when performing pointing gestures, heavily rely on the index finger in relation to the head. Therefore, considering the relation between the tip of the index finger and the position of the head is crucial to improve estimation accuracy of the pointing arm. To do so, all joints between the index finger tip and the head can be manipulated. However, the smaller the manipulation the smaller the potentially negative effects from artificial postures arise. Thus, we only manipulate the orientation of the avatar’s shoulder. On the one hand, a small rotation at the shoulder will have a large impact on the finger tips in the distance. On the other hand, the shoulder is a ball and socket joint and, thus, can naturally lead arm and hand rotations to perform rotations in all directions in front of the human body. Hence, we use the shoulder joint to rotate the index finger to compensate the systematic error when humans interpret deictic gestures.

The following model is inspired by previous work, such as Mayer et al. [43, 44] and Schwind et al. [56], who presented regression models to improve systems’ ability to better interpret the pointer’s deictic gesture. Their models use an angular representation of the ray cast representation with respect to the head of the user. This allows the model to be distance-invariant. We define $\Delta_\omega$ with $\omega \in \text{pitch}, \text{yaw}$ to be the correction rotations index finger tip in respect to the pointers also known as EFRC. To predict $\Delta_\omega$, we used ordinary least squares regression to fit the collected data to the parameters (amplitude: $\text{amp}$; frequency: $\text{freq}$; phase shift: $\text{pshift}$; and offset for pitch and yaw) of the function $f_\omega(\alpha_p, \alpha_e)$, see Equation (1). Here, $\alpha_p$ and $\alpha_e$ are the actual orientation of the EFRC of the pointer in relation to the observer. This allows the observer to freely move around and still get the right correction applied.

$$\Delta_\omega = f_\omega(\alpha_p, \alpha_e) = (\sin(\text{freq}_p(\alpha_p - \text{pshift}_p))\text{amp}_p + \text{offset}_p + 1) \ast (\sin(\text{freq}_y(\alpha_e - \text{pshift}_y))\text{amp}_y + \text{offset}_y + 1)$$ \hspace{1cm} (1)$$

The function $f_\omega(\alpha_p, \alpha_e)$ returns the rotation of the index finger tip around the origin of the EFRC. A simple transformation needs to be applied to rotate the finger around the shoulder to align the index finger tip with the corrected EFRC.

The polynomial correction model proposed by Mayer et al. [43, 44] poses the issue of motion jumps when applied to the full 360° scenario. To overcome the limitation of their model, we used a sine model (Equation (1)), to correct the Pointers’ arm. A sine wave has the unique property that we can apply any rotation to the function without encountering gaps, or jumps neither in the arm’s position nor in its orientation.

Arm Rotation of the Pointers’ Avatars

To correct the rotation of the pointers’ arm, we used the EFRC and entered the angles of yaw $\alpha_e$ and pitch $\alpha_p$ into the model in Equation (1). The corrected ray cast EFRC$_C$ was used to apply the new rotation for the joint between the right shoulder and right arm of the avatar’s skeleton. As the origin of the EFRC$_C$ is at the center between both eyes, the correction of the shoulder-arm joint can be transformed for their combined ray cast.
We used the same hardware setup as in the first study. We counterbalanced the order of conditions.

We conducted a second study to evaluate if changing the pose of the pointing avatar increases the accuracy of an observer when determining where the pointer points. We used an imaginary sphere at the arm joint with a dynamic radius determined by the distance between the position of the index finger tip and its center at the arm joint. The intersection of EFRC with this sphere was used as the target for joint orientation of the arm. The new joint orientation was shifted from the vector between arm joint and index finger tip to the vector between arm joint and intersection with the EFRC. As the radius of the intersecting sphere and the EFRC were determined for each frame, the correction of the right arm orientation was dynamically applied according to the view and pose of the user. Original and corrected models of the avatar’s arm are shown in Figure 5. The correction was only visible to the observer.

![Figure 5. Observer’s view with and without the arm correction of the pointing avatar.](image)

**EVALUATION STUDY**

We conducted a second study to evaluate if changing the pose of the pointing user’s avatar increases the accuracy of an observer when determining where the pointer points. We used an additional independent variable for the second task without adding more pointing gestures that could potentially lead to fatigue effects. Therefore, we used a 8 × 3 (ROTATION × HEIGHT) grid spanning the whole 360° rotation of the room, where the ROTATION variations are projected every 45° and the HEIGHT varies over rows every 1.56m starting on the elevated position of 1m the avatars stands on. 8 ROTATIONS × 3 HEIGHTS × 3 DISTANCES × 2 repetitions = 144 deictic gestures.

In the second task, we placed 80 apples in a 4m radius from the pointer, covering the same area as during the validation task without an even distribution of the targets. Only one apple at a time was visible to the Pointer while the Observer saw all 80 apples. We presented eight apples one after another to the Pointer. The Observer had to pick which of the 80 apples the Pointer was pointing at. After picking eight apples, the system showed the number of correctly picked apples. In total, participants had to pick 96 apples = 3 DISTANCES × 8 apples to pick per round × 4 repetitions.

**Procedure**

As in the first study, one participant was always the pointer and the other the observer. We welcomed both participants, explained the procedure of the study, and asked them to sign the consent form as well as to fill in the demographic data from. We then brought both participants into the VR. After a familiarization phase, we guided the participants through the study. We monitored their actions on a separate screen. When the participants switched between the NoCorrection and the WithCorrection condition as well as between the tasks, we asked them to fill in a raw TLX [32] and an iGroup Presence Questionnaire (IPQ) [48].

**Participants**

We recruited 24 participants (19 male, 5 female) via our institutions’ mailing lists. Participants were between 17 and 35 years old (M = 23.9, SD = 4.1). We again only recruited right-handed participants who had no locomotor coordination problems. We used the Porta test [18] to screen participants for eye-dominance: 13 participants had right-eye dominance, 9 had left-eye dominance, and 2 were undecided.

**Results**

For the validation task, observers estimated a total of 1,728 positions for each of the two conditions. For the apple-picking task, observers selected a total of 1,152 apples for each of the two conditions. As in the analysis of the first study, whenever Mauchly’s test showed that the sphericity assumption was violated in the RM-ANOVA, we reported Greenhouse-Geisser (GG) or Huynh-Feldt (HF) corrected p-values.

**Fatigue effect**

First, we analyzed the raw TLX score (scale: 0 - 20) to determine if potential workload or fatigue effects had to be considered in the analysis. Therefore, we conducted two univariate two-way analysis of variances (ANOVA): one for each task to understand if ROUND or ROLE (with two levels: Pointer and Observer) influenced the perceived task load. The analysis revealed no significant effect for ROUND and ROLE (F_{1,22} = 1.541, p > .227, η^2 = .004; F_{1,22} = .231, p > .636, η^2 = .010, respectively) and also no significant interaction
We conducted a two-way RM-ANOVA to determine whether the interaction effect \((F_{1,22} = 3.781, p > .064, \eta^2 = .010)\) in the validation task. The mean raw TLX score was \(M = 6.0 (SD = 3.1)\) after the first and \(M = 5.6 (SD = 3.8)\) after the second task during the validation. The analysis revealed no significant effect for \(\text{ROUND} \) and \(\text{ROLE} \) \((F_{1,22} = .059, p > .809, \eta^2 = .011; F_{1,22} = .268, p > .610, \eta^2 < .001, \) respectively) and also no significant interaction effect \((F_{1,22} = .179, p > .676, \eta^2 < .001)\) in the apple task. The mean raw TLX score was \(M = 7.6 (SD = 4.1)\) after the first, \(M = 7.5 (SD = 4.4)\) after the second rounds in the apple task. Thus, we assume that the effect of participants’ fatigue or task load was negligible.

### Validation Task
We analyzed how accurate the Observer can estimate the target with and without correction. Therefore, we conducted a two-way RM-ANOVA to determine whether Distance or Correction had a significant effect on the Observer’s accuracy, see Table 3. The analysis revealed a significant effect of Correction and Distance \((F_{1,11} = 8.240, p = .015, \eta^2 = .110; F_{2,22} = 3.708, p = .041, \eta^2 = .045, \) respectively), see Figure 7. The analysis did not reveal a significant interaction effect \((F_{1,311,14,425} = 2.402, p = .456, \eta^2 = .009)\).

### Apple-Picking Task
We conducted a two-way RM-ANOVA to determine whether Correction or Distance significantly influenced the amount of correctly picked apples. Our analysis revealed no significant effects for Correction and Distance on the correctly picked apples \((F_{1,11} = .147, p > .709, \eta^2 = .005; F_{2,22} = 2.275, p > .126, \eta^2 = .022, \) respectively). The analysis did not reveal a significant interaction effect \((F_{2,22} = .011, p > .989, \eta^2 < .001)\). With correction the participants picked on average 4.6 \((SD = 1.6)\) correct apples out of 8, whereas in the condition without correction they picked only 4.4 \((SD = 1.9)\).

### Presence
First, we analyzed the IPQ questionnaire [48] (scale: from –3 to 3) to determine whether Role or Correction significantly influenced the presence in VR in one of the two tasks. Therefore, we conducted two univariate two-way ANOVAs. In the validation task, the analysis revealed a significant effect for Role \((F_{1,22} = 12.79, p < .001, \eta^2 = .334)\). However, we found no significant effect for Correction \((F_{1,22} = 1.614, p > .217, \eta^2 = .010)\) and also no significant interaction effect \((F_{1,22} = .078, p > .782, \eta^2 < .001)\). The mean IPQ score was \(M = .28 (SD = .62)\) for the Pointer and \(M = -.89 (SD = 1.02)\) for the Observer in the validation task. In the apple-picking task, the analysis revealed a significant effect for Role \((F_{1,22} = 6.441, p < .019, \eta^2 = .212)\). However, we found no significant effect for Correction \((F_{1,22} = .534, p > .472, \eta^2 = .002)\) and also no significant interaction effect \((F_{1,22} = .382, p > .542, \eta^2 = .001)\). The mean IPQ score was \(M = .76 (SD = .68)\) for the Pointer and \(M = -.11 (SD = 1)\) for the Observer in the apple task.

<table>
<thead>
<tr>
<th>Observer</th>
<th>NoCorrection</th>
<th>WithCorrection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>Distance 46cm</td>
<td>89.4</td>
<td>32.4</td>
</tr>
<tr>
<td>Distance 83cm</td>
<td>102.4</td>
<td>36.3</td>
</tr>
<tr>
<td>Distance 122cm</td>
<td>112.2</td>
<td>48.2</td>
</tr>
<tr>
<td>Average</td>
<td>101.4</td>
<td>39.6</td>
</tr>
</tbody>
</table>

Table 3. Overall offsets (in cm) between interact and target in the validation task at 46 cm distance from the pointer.

![Figure 6. Observers’ estimated positions of the targets in the validation task split by Correction.](image)

![Figure 7. Average estimation error of the Observer in the validation task split by Correction and Distance.](image)
Discussion

In our second study, we determined if manipulating a person's arm can help an observer to estimate the target's position. Results of the validation task that replicated the procedure of the first study were in line with the first study when estimating the position of the target to which the pointer points. The average error was 101.4 cm, which is similar to the average error of 100.9 cm found in the first study. Moreover, the validation task revealed that correcting the pointer's pose increases the observer's accuracy by 22.9%. While the error was lower when participants stood close to each other, we observed that the accuracy increases for all conditions.

While participants' performance improved in the apple-picking task when the correction was applied, we could not reveal a significant difference. We assume that this is caused by the sparse distribution of apples on the trees. Thus, the visual clue of seeing only one apple in a certain direction is enough to pick the right apple. In the future, a study with a higher object density could determine the relationship between density and the potential to improve the accuracy.

Applying the correction had no significant effect on the workload or the participants' immersion. In fact, the corrected pose is only visible to the observer; therefore, it cannot affect the pointer. However, unsurprisingly, the pointer who had an avatar had significantly higher immersion than the observer who had no avatar. Our results show that applying the correction also remains unnoticeable to the observer.

CONCLUSIONS AND FUTURE WORK

We investigated how to improve the interaction between users in CVEs by increasing the accuracy when interpreting deictic gestures. In the first study, we showed that humans' accuracy when interpreting deictic gestures is indeed limited. We found systematic effects that depend on the relative position of the pointer, the observer, and the target. As the errors are at least partially systematic, we developed a model that describes the error and used it to rotate a pointing person's arm to improve an observer's interpretation accuracy. Through a second study, we showed that by changing the pose of a pointing user's avatar as seen by an observer, we can significantly improve the observer's accuracy by 22.9%. For a second task we found no statistically significant difference. The descriptive results are, however, encouraging. Even for tasks with a low object density, changing the pointer's pose might be able to improve the accuracy. As the model is only applied to the perspective of the user interpreting the deictic gesture, it is not noticeable for the pointing user. We show that the correction does also not affect the observer. Moreover, it neither requires users to learn a new interaction technique nor to adapt their behavior. We conclude that changing the pose of a pointing user's avatar can improve an observer's accuracy without costs.

By embracing the possibilities of VR, we showed that users can be provided with individualized views that improve their performance. This is not only true for pairs of users but also for multiple persons because everybody can realize their own optimized perspective on the virtual world. Future work should investigate additional ways to optimize communication in CVEs. Potential approaches include further subtle manipulations of the avatars' pose as well as changing the audio signal to improve verbal communication. Additionally, as VR has the potential to display pointing feedback, e.g., Wong and Gutwin [67], a next step should investigate how our method compares to feedback in respect to accuracy and task completion time as well as user experience.

Throughout this paper, pointing at targets and estimating where a person points were the only tasks. In most CVE applications, this is different. We did not investigate the effects of changing the avatar's pose when a user is not pointing. It might be necessary to determine when a user points to only apply the correction in such situations. We assume that monitoring users’ pose and using simple thresholds to identify when a user starts pointing is sufficient. However, more advanced machine learning-based approaches might also be useful. In both studies, we observed that in VR, humans' accuracy when interpreting deictic gestures is limited. We, however, assume that this limited accuracy does not only manifest in VR. Therefore, future work should investigate the interpretation of deictic gestures outside of VR.

With this paper, we also contribute the source code and the scenes\(^2\) of the Unity project used in the studies. We provide the code to correct the pose of the pointer's avatar under the MIT license. This enables other researchers to apply the model in their own work and to further investigate our findings.
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