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Abstract
We present the results of the first field study (N = 132) inves-
tigating users’ (1) awareness of Android privacy permissions
granted to installed apps and (2) control behavior over these
permissions. Our research is motivated by many smartphone
features and apps requiring access to personal data. While
Android provides privacy permission management mecha-
nisms to control access to this data, its usage is not yet well
understood. To this end, we built and deployed an Android
application on participants’ smartphones, acquiring data on
actual privacy permission states of installed apps, monitoring
permission changes, and assessing reasons for changes using
experience sampling. The results of our study show that users
often conduct multiple revocations in short time frames, and
revocations primarily affect rarely used apps or permissions
non-essential for apps’ core functionality. Our findings can in-
form future (proactive) privacy control mechanisms and help
target opportune moments for supporting privacy control.

1 Introduction
For many years, the decision of what data is collected, pro-
cessed, and potentially shared with third parties had been the
sole decision of the app or service provider, with many An-
droid apps requesting more permissions than necessary in the
past [38]. Users unwilling to share the requested data could
only make a simple choice – installing or not installing the
app or service. More recently, a trend can be observed towards
designing apps and services in a more privacy-preserving way.
An example is providing users more control by allowing one
or multiple permission(s) to be modified (granted/revoked)
during use. Additionally, runtime permissions, introduced in
Android 6.0, allow apps to request permissions when needed.
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Empowering users to manage privacy permissions creates
several challenges, most importantly scalability. The number
of apps/services and diverse data sources make it hard for
users to stay aware of which data is collected by whom and
make permission settings suit their needs and purposes.

Researchers tried to tackle this challenge by a) making pri-
vacy information more easily accessible to inform decisions
(e.g., [54, 56]) and b) providing users support to take control
over privacy choices. For instance, the concept of privacy
assistants helps users make privacy choices based on their
preferences [30, 48]. Another example is the Privacy Dash-
board introduced in Android 12, which provides users a quick
overview of which permissions are granted to which service
or application and the auto-revoke feature that removes access
to unused permissions. At the same time, there is currently lit-
tle knowledge of the degree to which people are aware of such
privacy permission management mechanisms; if so, how they
use them; and how effective these mechanisms are in terms of
supporting users in making informed privacy choices, in par-
ticular as they change permissions of apps after installation.
However, such knowledge is valuable to enhance existing
or design novel privacy permission management approaches
that better support this post-installation or post-first use up-
date of permissions. We address this through the first in-situ
field study, gathering users’ privacy permission behavior in
an uncontrolled environment over a two-week period.

The following two questions drive our research:
RQ1 – Awareness. Are users aware of a) privacy permis-

sions granted to installed apps and b) current interfaces
to manage (and revoke) permissions?

RQ2 – Control. How often, when, and why do users grant,
deny, and revoke privacy permissions?

To answer these questions, we conducted a study with
Android smartphone users (N =132), primarily young Eu-
ropeans, consisting of two parts: first, our study app acquired
current apps and permission settings of participants’ phones,
allowing us to analyze which privacy permissions they had
initially granted or initially denied for their installed apps; sec-
ond, our app monitored participants’ devices for two weeks for



permission updates to investigate if, for example, participants
revoked or later granted a particular permission. We comple-
mented this data using the Experience Sampling Method [83]:
permission updates triggered notifications redirecting users to
in-app questionnaires, asking for reasons for their decision.

We found that revocations affect privacy permissions that
users consider sensitive (e.g., access to stored files or the
camera), but only if this does not affect an app’s core func-
tionality or intended use case. Moreover, several updates were
often conducted in short time frames, indicating opportune
moments exist when users are willing to work on their pri-
vacy choices. Our findings provide a better understanding of
users’ current privacy control and can help to design future
mechanisms to support users (proactively) in doing so.

Contribution Statement. Our contribution is twofold. Firstly,
we contribute an in-depth investigation of privacy permission
awareness and control (i.e., grant/revoke actions) in the real
world among 132 Android users. In particular, we collected
(1) data on actual privacy permission states at the beginning
of the study as well as (2) data on permission changes, along
with experience sampling data over the course of two weeks.
Secondly, we discuss how our findings can inform future user
interfaces supporting privacy permission management.

2 Related Work
We draw from several strands of related work. We illustrate
users’ privacy awareness and perceptions towards data avail-
able on mobile devices and highlight the usefulness of mobile
privacy control interfaces. We focus on Android permissions
as iOS apps are generally encrypted, and no publicly avail-
able analysis tools exist [58]. Hence, an in-situ exploration of
users’ permission behavior is impossible on iOS.

2.1 Users’ Privacy Awareness & Perceptions
Privacy preferences and concerns about sharing data are
highly individual [29, 36, 81] and based on contextual fac-
tors. For instance, the type and purpose of a specific device as
well as the frequency of data being collected [28,29,60,61,89],
along with who collects the data [39, 59] and how long it is
stored [36], impact users’ willingness to share personal data.

Users are particularly concerned about cameras and micro-
phones, as these can capture sensitive data [18, 27, 29, 57, 60,
69]. However, current mobile phones provide an increasing
number of sensors that can likewise capture sensitive data.
Examples include but are not limited to, GPS sensors allowing
users’ location to be inferred or gyroscopes allowing users’
physical activity to be derived. Other examples of data avail-
able on mobile devices include users’ personal files, location,
and communication data, all of which are considered sensitive
data [49]. Users are also specifically concerned about access
to their text messages, e-mails, photos, and contacts [39].

At the same time, users are often unaware of which sen-
sors are active on their mobile devices [49] and which data

is collected by apps running on their devices [21]. Moreover,
textual descriptions of permissions can be misleading in terms
of actual permissions being required [33], and permissions are
often requested for third-party libraries rather than apps’ core
functionality [37]. Specific privacy implications of certain
personal data being exposed thus remain unclear to users [23].
Consequently, it is challenging for users to adequately as-
sess which service or functionality currently has access to a
specific sensor, let alone the concrete privacy implications
of sharing this data. Modern smartphones offer visual cues
through hardware and software, such as the microphone and
camera indicators, to address this. However, users struggle
to understand how much personal information can be gained
from smartphone data. In particular, while access to e-mails
discloses sensitive information, users underestimate this as a
threat [34]. Lastly, users also tend to sacrifice privacy prefer-
ences for personal needs [19,44,68] (e.g., if access to a certain
sensor would enable a certain feature) or are unaware of the
extent to which their personal data is being collected [19].

Increasing privacy awareness, for example, through simple
means like microphone indicators, is a prerequisite for users to
be able to take control over their personal data and ultimately
act according to their privacy needs [29, 65, 66].

2.2 Mobile Privacy Control Mechanisms
Users mostly wish to stay in control over their data [20, 27,
66, 81]. Current privacy interfaces aim to support this.

2.2.1 Designing for Mobile Privacy Control

The default approach to gathering users’ consent before data
collection is notice and choice [32, 41, 75, 78]. However, pri-
vacy notices are often of poor usability [74], and, thus, in-
sufficient [32]. To address this, researchers proposed privacy
notices to be visually appealing [56] and privacy choices to
be designed meaningfully and accessible [41].

Current privacy control is oftentimes non-accessible [29,
47], either overly reduced [41] or too complex [20, 43, 47],
or overwhelming [79]. Moreover, the number of permission
requests is rising: more permissions are requested than neces-
sary [38], and requests are made for third-party libraries rather
than core functionality of apps [33]. Tahaei et al. shed light
on the developers’ perspective: developers are oftentimes un-
sure about the scope of permissions and, thus, tend to request
multiple permissions for smooth functionality of apps [82].

Researchers tried to support users in re-gaining control
over their personal data while at the same time reducing the
number of decisions to be made [76]. Personalized privacy
assistants, for instance, assess users’ privacy preferences au-
tomatically to make personalized recommendations on pri-
vacy settings [30,48]. Considering contextual factors, e.g., the
purpose of a specific permission request can improve such
recommendations [79]. SmarPer learns from users’ decision
patterns to automate runtime permissions [71]. Also, repeti-
tive privacy decisions could be automized [80] to reduce users’



decision burden. For mobile applications, the “Privacy Facts”
display can help users better understand to-be requested pri-
vacy permissions and thus make more informed decisions for
apps requiring less privacy intrusive permissions [54].

Prior research also showed that more restrictive privacy
policies can increase users’ willingness to share data [62]. Pos-
sible decision and control support could thus include which
data is collected, where and for how long it is stored, and with
whom it is shared [62]. Moreover, information on data ac-
cessed without actively using the app, data transmission, and
app ratings can help users make informed decisions about pri-
vacy permissions [77]. Also, as users tend to base their privacy
concerns on previous (potentially bad) experiences, privacy
choices might be designed to be personal and concrete [55].
Other approaches include the automated analysis of requested
permissions [33], respective textual descriptions [37], or users’
comments [50] to help assess the actual need for requested
permissions and identify undesired app behaviors. Lastly, pri-
vacy permission could be requested proactivly when access
is actually necessary, for example, contextually choosing per-
missions relevant enough to prompt users directly, similar to
Android’s runtime permissions. Other permissions could be
defined once during setup [64].

Android Privacy Permissions Android implements pri-
vacy control via permissions [8]: app developers have to
gather users’ consent before accessing specific sensors or data
(for example, location or stored files). This is typically done by
a request prompt: users can choose to accept or deny access.
For Android apps, privacy notices and permission requests
typically appeared upon app installation. While being rec-
ognized by users, these install-time permissions were rarely
understood, thus limiting users in making informed privacy
decisions regarding whether to install a certain app [40, 53].
With the shift to runtime permissions [13] from Android 6.0,
permissions are only requested when needed first, provid-
ing users with additional contextual information. This allows
users to decide whether specific permission is necessary and
to revoke decisions later [25]. This contextual approach also
benefits developers as grant rates increase [35]. In addition,
from Android 11 on, users have more control over the location,
microphone, and camera permissions. Moreover, permissions
can be granted for one time only, and permissions are auto-
revoked for unused apps [9]. Other permission models have
also changed significantly. For instance, access to users’ photo
library is now limited through the Photo Picker [11], meaning
apps only have access to specific photos the user selects.

Android Privacy Interfaces To summarize current permis-
sion states, Android’s Permission Manager lists permission
types along with apps that currently do or do not have access
to these. With Android 12.0, the Privacy Dashboard (see Ap-
pendix B) was introduced to provide users with a detailed
overview of which applications currently have access to which
sensors, along with means to grant or revoke this access [1].

2.2.2 Understanding Users’ Mobile Privacy Choices

To design privacy interfaces, understanding users’ current
use of privacy control is crucial to support them in future
choices. In an online survey, Frik et al. found that many users
are unaware of privacy permission settings available on their
smartphones and have not actively changed them due to a
perceived lack of expertise or low self-efficacy [42]. Once
granted, users rarely revoke third-party access to personal
data (e.g., fitness data) – either because they are unaware of
the permission previously granted or they are unaware of the
option to revoke access post-hoc [90]. At the same time, strict
privacy settings might negatively affect apps’ usability [51].
Looking into Google’s single sign-on system, Balash et al.
showed that users are concerned about giving third-party apps
access to personal information but less concerned about access
to calendars, emails, or cloud storage [24].

While Android’s runtime permissions allow users to assess
whether or not an application needs specific access by putting
them in context, most such permission requests are still ac-
cepted, with exceptions mainly for microphone and calen-
dar access. When denying permissions, users mainly believe
an app should not need certain permissions or would work
without them. In contrast, for granting permissions, access
to features and trust are dominant reasons [25]. Bakopoulou
et al. found that users oftentimes cannot adequately assess
the implications of their private information being exposed
to mobile applications [23]. More recently, Cao et al. identi-
fied factors impacting privacy decision-making among 1,719
users of Android versions 6.0 to 10. Users were likelier to
deny permissions requests they did not expect and less likely
to deny permissions that came with explanations [26]. Tahaei
et al. found that end-users grant permissions as they desire a
certain functionality or trust a certain app [82]. To minimize
the number of user decisions, Liu et al. [63] suggest a privacy
assistant that automatically configures app permissions based
on an initial privacy assessment.

2.3 Summary
The number of apps on users’ smartphones makes it challeng-
ing for them to be aware of and control their personal data
being collected and shared. This challenge is exacerbated as
many apps request more permissions than necessary for the
core functionality it provides [33, 38, 82]. At the same time,
users’ awareness and comprehension of, as well as the possi-
bility to revoke a decision previously made, are essential com-
ponents for the usability of privacy choice mechanisms [46].
Newer Android versions tackle this challenge by providing
users with a) runtime permissions (since Android 6.0), which
gives users more context to form a privacy decision [25]; b)
an overview of current permission states per app and control
options (Permission Manager, followed by the Privacy Dash-
board on Android 12); and c) privacy indicators visualizing
current access to sensors (since Android 12).



Prior work investigated users’ general privacy perceptions
towards mobile apps [19,21,49], privacy permission behavior
resulting from the runtime permission dialogs [25], and re-
cently, users’ privacy control behavior using surveys [23, 42,
90] or one-time collection of permission states [22]. We add
to this knowledge by contributing an in-situ investigation of
users’ a) awareness of built-in privacy control interfaces and
permission states and b) permission control (e.g., revoking
permission that was initially granted or later granting permis-
sion that was initially denied) on current Android versions by
collecting in-the-wild data over a period of two weeks. We
gather those in-situ insights by implementing an Android app
that collected information on installed apps and permission
states, as well as on updates to these. We complement our
data using Experience Sampling (ESM) [83].

Our approach is in line with prior research on privacy per-
missions. Field studies have generally been used to understand
the contextual nature of permission granting decisions [85,88],
and for automating permission management [86, 87]. ESM
as data collection method was effectively applied in prior
privacy studies among Android users [22, 25] to capture their
privacy behaviors [26], yet did not focus on post-hoc privacy
management, including revoking permissions.

3 Research Approach
Using the Experience Sampling Method (ESM) [83] and auto-
mated data logging using an Android application, we collected
data on users’ awareness of current privacy permissions states
(RQ1) and updates of privacy permissions (control, RQ2)
among 132 participants. Following van Berkel’s suggestion
for ESM-based studies using smartphones [83], we decided
on a two-week period. This also provided enough time to ob-
serve a substantial number of permission updates. Note that
with this approach, we aimed to identify general permission
management behavior rather than generalizing our findings
to the broader population.

3.1 Apparatus
We built an Android app for version 8.0 to 12.0 (the latest
version at the time of the study) in Kotlin 1.6.20 [15], thus
covering 86.7% of Android users. The app comprises two
major components: the Permission Scanner and the In-App
Experience Sampling (ESM) Questionnaire Interface (see
Figure 1, right). The Permission Scanner regularly monitored
participants’ devices for permission states of all installed apps
(every two hours, excluding system services and apps with
zero usage time). For this, our application requested access
to Android’s Package Manager [16] and Usage Stats Man-
ager [17]. In case at least one permission update (i.e., change
in permission compared to the last scan) was detected, an
ESM questionnaire was triggered, asking for reasons for up
to five permissions updates, depending on the number of up-
dates. The In-App Experience Sampling Questionnaires were
implemented using SurveyKit [14].

Figure 1: Study App Screenshots. Left: The home screen
provides participants with an overview of answered/missed
experience sampling questionnaires, eligibility for the bonus
payment, and access to contact information. Right: A sample
screen with an experience sampling questionnaire.

The app’s home screen provided participants with an
overview of answer statistics using MPAndroidChart [7] and
access to contact information and frequently asked questions
(see Figure 1, left). Data was stored in a Firebase Realtime
Database [5]. We also used Firebase Crashlytics [4] to analyze
and account for any errors during the study. The app was made
available to participants using Firebase App Distribution [3].

3.2 Collected Data
Our application collected data through automated logging
and questionnaires. Participants were asked to answer a ques-
tionnaire at the beginning (initial questionnaire), after one
week (mid-term questionnaire), and at the end (final question-
naire) of the study. In addition, participants were asked to
answer two types of experience sampling questionnaires: a
questionnaire on control (ESM control questionnare) and one
on awareness (ESM awareness questionnaire).

3.2.1 Automated Data Logging

Our application automatically collected the following data:
information on the device (device name, brand, and Android
version); an initial list of all installed applications along with
usage duration; state of privacy permissions upon installation;
and privacy permission updates during the study.

Permission States & Updates For privacy permissions of
apps, we logged their state at the beginning of the study (i.e.,
initially granted or initially denied), and every two hours over
two weeks. If a permission state changed during the study
(i.e., a different state than the previous scan), we recognized



this as a permission update. We consider updates from previ-
ously granted permissions to denied access (i.e., revoked) and
updates from initially denied permissions to granted permis-
sions (i.e., granted later). Update data includes app names,
requested permissions with the current state, and app usage
time. Our data might include permission changes resulting
from a) newly installed apps or b) Android’s auto-revoke or
one-time permission features (from Android 11 on [9]). Note
that for a), users’ (active) privacy decisions, as made when
first using a new app, are included in our data. For b), we
acknowledge that some updates might have been initiated by
Android rather than consciously by users (see Section 4.4.4).

3.2.2 Experience Sampling (ESM)

We utilized ESM, prompting participants with in-situ ques-
tionnaires via notifications [83]. Our app administered two
types: (1) upon detected permission updates asking for rea-
sons (ESM control questionnaire) and (2) asking about per-
mission states of certain apps daily (ESM awareness question-
naire). We covered all permissions updated within the respec-
tive time frame for the ESM control questionnaires. Answer
options included sample reasons (see Appendix C.3.1) and an
option for free text. These options resulted from discussions
among the authors to reflect the research questions. We always
presented them in the same order to ensure consistency.

For the ESM awareness questionnaire (see Appendix
C.3.2), we randomly chose up to five installed apps that op-
erated in the foreground at least once since installation and
required access to at least one permission. We did not give
participants the correct answers (i.e., permission states). We
included attention checks such as “If you read this, please
select ‘No”’. To increase motivation, participants received
clear information on the study goal and additional compen-
sation for active engagement with the ESM questions [84].
Moreover, participants were asked to use their personal de-
vices and could set a custom time span per day in which ESM
questionnaires were sent [83]. All ESM questionnaires were
withdrawn after a certain timespan (control: after 2 hours,
awareness: after 12 hours) to ensure in-situ answers [83].

3.2.3 Questionnaires

We complemented our data collection with an initial and final
questionnaire on users’ perception of privacy permissions and
a midterm questionnaire on using Android’s privacy manage-
ment tools (see Appendix C). Participants were to choose
permissions for which they wanted to be particularly alert
(awareness). The midterm questionnaire covered prior usage
of Android’s Privacy Dashboard and Permission Manager,
depending on participants’ Android version (control). This
questionnaire was designed to hint users to these interfaces
and see if their behavior would change in the second week of
the study. We validated the clarity of all questionnaires in a
pilot run, where all co-authors and research group members
tested the app for two weeks, giving continuous feedback.

3.3 Procedure
Participants used our Android application over two weeks.
The detailed procedure was as follows (see Figure 2):

1) Installation & Setup. Participants who agreed to partici-
pate first downloaded our application. Participants were
prompted to consent to the study’s procedure and privacy
policy upon installation. After consent, the app collected
information on the device, installed apps, and current per-
missions of apps along with usage duration.

2) Initial Questionnaire. Participants then answered an ini-
tial questionnaire covering their privacy preferences before
the study (see Appendix C.1 for a full list of questions).
After this questionnaire, our app started the automated data
logging (permission updates) and experience sampling.

3) Experience Sampling Phase. For two weeks, the app
scanned participants’ devices for permission updates.
Upon change, the app would trigger a questionnaire (via
a notification), asking for the reasons for later granting
or revoking that specific permission (ESM control ques-
tionnaire, see Appendix C.3.1). In addition, the app asked
daily about permission states of a random selection of apps
(ESM awareness questionnaire, see Appendix C.3.2).

4) Mid-Term Questionnaire. After a week, participants
filled in a mid-term questionnaire on using Android’s cur-
rent privacy interfaces, asking them to visit the Permission
Manager and/or Dashboard afterwards (Appendix C.2).

5) Final Questionnaire. The final questionnaire repeated the
initial questions on privacy perceptions (Appendix C.1).

3.4 Recruitment & Requirements
We recruited our sample via Prolific, an online subject
pool [12, 72]. We enforced several requirements through pre-
screening: (1) Participants must be fluent in English. (2) The
sample should be equally balanced in terms of gender and only
include users aged 18 or above based on their demographic
characteristics (see [6] for details on balanced samples). (3)
We sampled participants residing in Europe, Canada, the USA,
and Australia. We did so to reduce effects from, e.g., smart-
phones being shared among family members, people tending
to use multi-purpose apps (WeChat in China), or cases in
which vendors pre-install apps (many countries in Africa.).

Participants were required to use the app on their personal
smartphones with Android versions 8 to 12.0. Through Pro-
lific, participants installed and set up the app. Upon setup
completion (N = 300, 14 minutes on average, according to
Prolific), participants were reimbursed with 1.9 GBP on aver-
age1. For participants following the study over two weeks and
answering at least 80% of the ESM questionnaires, we paid
a bonus of 15 GBP (average time commitment 56 minutes,
based on the total usage time of the study app). The study was
conducted between April and May 2022.

1The average hourly wage was 7.62 GBP as suggested by Prolific.
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Figure 2: Study Procedure: Participants first installed the application and filled out an initial questionnaire. In the following
experience sampling phase, participants were asked about active permission revocations (control) and awareness of current
permissions. They filled out a midterm questionnaire after one week and a final questionnaire after two weeks.

3.5 Ethical Considerations
In the country where this research was conducted, formal
IRB approval is not required for this type of human subject
research [70]. However, we comply with all university ethics
regulations and national data protection regulations. Consent
was gathered as follows. First, participants read the study de-
scription and then accessed the study through Prolific [12].
Second, they were directed to Firebase App Distribution [3],
where they consented to downloading and installing the app2.
Third, we gathered participants’ informed consent through
our app before collecting data. We stopped data collection
automatically after two weeks and suggested uninstalling our
app. Collected data comprises an app list, permission settings
changes, and questionnaire answers. All data was collected
anonymously using randomly generated identifiers. As such,
we are unable to identify individual participants or devices.
Through Prolific, we only recruited participants with a min-
imum age of 18. We followed Prolific’s suggestion for re-
imbursing the study’s initial setup procedure, which took 14
minutes on average. For participating over 14 days with a
daily effort of around 4 minutes, we paid a bonus of 15 GBP.

3.6 Limitations
Android Versions Our study is limited to participants run-
ning Android version 8 and above. This excludes older ver-
sions but ensures compatibility and access to the Permission
Manager. In a few cases, the app showed unforeseen behavior,
leading to the exclusion of some participants (see Section 3.7).

Sample Our participant sample is biased towards young
users (mean age 26.45) from European countries with An-
droid versions below 12.0. Thus, our results might not apply
to the general population or future Android versions.

Selection Bias The initial and midterm questionnaires and
participation in our study, in general, might have influenced
permission control behavior. Still, we a) wanted to be transpar-
ent about the study goal, not using any deception, and b) see if
knowledge about Android’s privacy tools (midterm question-
naire) influences users’ behavior. The study advertisement
and task did not explicitly require participants to engage with
permission management actively but only to answer ESM
questionnaires. The initial questionnaire deliberately did not

2Note that participants opted out during the first or second step.

hint at privacy management but focused on permissions’ gen-
eral importance. We did not find significant differences in the
number of permission updates in the study’s first vs. second
week (before/after the midterm questionnaire).

We acknowledge that, due to self-selection, participants
may have had fewer privacy concerns than the average pop-
ulation. Generally, self-stated privacy preferences (as in our
questionnaires) tend to differ from actual behavior (cf. the
“privacy paradox” [44]). Our results include logging data on
actual privacy permission states to account for this.

User vs. System-initiated Updates Sixty-six participants
(on Android 11 or 12) could grant permissions for camera, mi-
crophone, and location for one time [10] only, and permissions
might have been revoked automatically for unused apps (cf.
auto-revoke [9]). We could not actively capture these cases
(see Section 3.2.1), but found the number of such possible
cases through post-hoc analysis (see Section 4.4.4).

App (Un)Installs Our analysis considers permissions
granted to newly installed apps during the study as these
result from conscious user decisions. We did not consider
uninstalls as permission changes because we do not know the
reasons. We acknowledge privacy concerns, similar to those
leading to permission revocation, might have been the reason.

3.7 Data Cleaning
The setup and app installation were completed by 300 par-
ticipants. Of these, 179 completed the full study, with 158
participants answering at least 80% of the ESM questionnaires
and, thus, receiving the bonus. Of these, we excluded 13 par-
ticipants based on corrupt or missing data, and 13 participants
based on app crashes, failed attention checks, or unknown
Android versions. Ultimately 132 samples were analyted.

During the study, we collected answers for a total of 366
ESM control questionnaires (2.77 on average per participant),
885 ESM awareness questionnaires (6.7 on average per par-
ticipant)3, and initial, midterm, and final questionnaires. Note
that from a few participants, we received more than one an-
swer set for the same questionnaire. In these cases, we con-
sidered the first complete set of answers for analysis.

3Notifications for all ESM questionnaires were withdrawn after a certain
time. Hence, questionnaires may have remained unanswered. We did not
enforce receiving one ESM awareness questionnaire per day from every
participant. This practice follows Berkel et al. to ensure in-situ answers [83].



3.8 Participants
Participants were 18 to 54 years old (Mean = 26.45, SD =
6.95). 65 participants identified as women, 63 as men, and
four as non-binary. Participants’ nationality was mostly Pol-
ish (N = 40), Portuguese (N = 26), Italian (N = 22), or Greek
(N = 14). Others were Spanish (N = 6), Czech (N = 4),
British (N = 3), and of other mostly European nationalities
(see Appendix D.1). All participants were fluent in English.

Most participants were employed full-time (N = 38), un-
employed (and job seeking, N = 32), employed part-time
(N = 26), not in paid work (N = 5), starting a new job within
the next month (N = 3), or other (N = 27). One participant’s
employment data expired. Most participants completed a high
school diploma (N = 52) or undergraduate degree (N = 43).
23 received a graduate degree, and few other educational lev-
els were mentioned. Regarding their technical background,
the fact that they were active on prolific and 126 participants
(70.4%) were aware of the possibility of revoking permissions
hints at solid technical knowledge.

4 Results
Overall, participants had 15 to 202 installed applications
(Mean = 99.42, SD = 34.43 ) with 36,904 granted permis-
sions and 40,175 denied permissions in total (see Table 1).
Throughout our study, we acquired permission updates among
128 participants (2,866 updates in total, thereof grants: 1,064,
revokes: 1,802, see Tables 5 and 4 for reasons). In addition,
participants answered a total of 885 ESM awareness ques-
tionnaires (RQ1, 6.70 on average per participant) and 366
ESM control questionnaires (RQ2, 2.77 on average per partic-
ipant).4 Participants were somewhat aware of current permis-
sion states with 49% correct answers for granted permissions,
and 34% correct answers for denied permissions (see Table 3).
In the following, we present detailed results of our automated
data logging and experience sampling.

4.1 App Usage
Upon installation, our study application acquired initial infor-
mation on participants’ Android devices and installed appli-
cations, along with initial permission states.

Android Devices & Versions Most participants used An-
droid 11 (N = 46) or 10 (N = 43), some used Android 12.0
(N = 20) or 9 (N = 18), and a few participants used Android
8.0.0 or 8.1.0 (N = 5). Hence, all participants had access to
the Permission Manager and 20 to Privacy Dashboard. De-
vice brands mainly included Xiaomi/Redmi (N = 53), Huawei
(N = 25), and Samsung (N = 20).

Installed Apps & Permissions Participants initially had
15 to 202 apps installed (Mean = 99.42, SD = 34.43, see
Table 6 for most used apps). One app requested 0 to 22
permissions (Mean = 5.87, SD = 4.41, total number of all

4Note that questionnaires may have remained unanswered (Section 3.7).

Table 1: Overview of Initial Permission States: List of all
permissions available for users to choose on Android, along
with their state (i.e., denied vs granted) at the beginning of
our study. Values shown represent the ratio of the permis-
sion being denied/granted in relation to the total number this
specific permission was requested among all applications all
participants had initially installed (total number of permission
requests: 77,079, granted: 36,904, denied: 40,175).

Permission Name #req. Denied (%) Granted (%)

9 read phone numbers 731 83.99 16.01
� get accounts 4139 64.89 35.11
� access background location 1771 63.13 36.87
� Bluetooth scan 1490 62.55 37.45
� camera 6342 58.33 41.67
� read calendar 1534 57.24 42.76
Á record audio 4557 55.63 44.37
� read phone state 4909 54.94 45.06
� access fine location 5905 51.96 48.04
� write calendar 1228 51.95 48.05
� access coarse location 6445 51.34 48.66
� read contacts 5120 51.07 48.93
 write external storage 8575 50.24 49.76
 read external storage 9792 48.72 51.28
� access media location 1384 47.47 52.53
� write contacts 2077 33.37 66.63
♂ activity recognition 657 32.27 67.73
� query all packages 2891 31.75 68.25
� read SMS 1237 21.18 78.82
 read call log 1327 19.67 80.33
♂ body sensors 176 18.75 81.25

permissions: 77,079, thereof initially granted: 36,904, ini-
tially denied: 40,175). Of these, read phone numbers was
mostly denied (83.99%), followed by access to accounts
(64.89%), background location (63.12%), and Bluetooth scan
(62.55%). Participants were also somewhat strict about cam-
era (58.36% denied), calendar (57.24% denied), and audio
access (55.63% denied). In contrast, access to body sensors
(81.25%) was granted most, followed by reading the call log
(80.33%), and SMS (78.82%). A reason for access to body
sensors being often granted is that apps likely required those
permissions to enable their main functionality; for example,
smartwatches running WearOS require access to body sensors.
Overall, participants had 47 to 540 initially granted permis-
sions (Mean = 304.37, SD = 91.71) and 37 to 543 initially
denied permissions (Mean = 279.58, SD = 95.78). Table 1
summarizes permission states when the study started.

4.2 Android Usage
The following results describe users’ awareness of Android
privacy permissions and their knowledge and use of Android’s
privacy interfaces (control).

4.2.1 Awareness of Privacy Permissions

We captured users’ wishes for awareness of specific permis-
sion types at the beginning and end of our study. Looking at
the data collected at the beginning, participants wished to be
particularly informed about the following permissions: cam-
era (N = 121), location (N = 118), and microphone (N = 116,



Table 2: Awareness of Privacy Permissions: Number of partici-
pants who particularly wished to be informed of the following
privacy permissions (assessment in initial vs final question-
naire, respectively). Change is normalized by participants
(N = 132). Participants could choose multiple permissions.

Permission Name Initial Final Change

� camera 121 124 +2.3%
� location 118 125 +5.3%
Á microphone 116 120 +3.0%
9 phone numbers 114 114 0.0%
� contacts 111 117 +4.5%
� SMS 104 107 +2.7%
 external file storage 100 100 0.0%
 call history 99 112 +9.8%
� installed apps 88 86 -1.5%
♂ other users on the smartphone 77 75 -1.5%
� Bluetooth 74 71 -2.3%
♂ physical activity 71 69 -1.5%
♂ body sensors 69 72 +2.3%
� calendar 56 54 -1.5%

none of these 21 5 -12.1%

see Table 2 for details)5. After the study, the picture is simi-
lar, with a slight increase in numbers, which can probably be
attributed to raised awareness due to the increased exposure
to permissions during the study: location (N = 125), camera
(N = 124), and microphone (N = 120, see Table 2 for details).

4.2.2 Knowledge of Android Privacy Interfaces

The midterm questionnaire revealed that the majority of partic-
ipants (N = 125) were aware of the fact that they can post-hoc
revoke permissions (N = 7 stated “No”). Many participants
stated to have revoked a permission before (“Yes”: 92, “No”:
33), mainly due to privacy concerns (N = 59), a feature not
being used anymore (N = 51), or security concerns (N = 32).
Only one participant did not think about it, and one stated
“other”. Most participants (N = 108) mentioned to have en-
gaged with the Permission Manager before. However, they
typically used it less than once a month (N = 84, “At least
once a month”: 21, “At least once a week”: 3). 15 participants
had not used the Permission Manager before, and 9 did not
know about it. Of Android 12 users (N = 20), only a few
(N = 7) had used the Privacy Dashboard before. Most of
them stated they used it less than once a month (N = 5), and
a few used it at least once a month (N = 2). Two participants
stated that they had not used the Dashboard before, while 11
were unaware of the Dashboard at all. Note that these low
numbers need to be treated with care and are expected, as the
goal of the Dashboard is to provide an overview when the
need arises. Thus, low usage counts are expected.

4.3 RQ1: Awareness of Permission States
In daily ESM awareness questionnaires, we asked partici-
pants if they were aware of the current privacy permissions
of certain apps (up to five apps per questionnaire, randomly
chosen). Questions were in the form of “Does app x cur-

5Note that this is in line with the importance of how Android 11+ treats
these permissions, e.g. by allowing one-time permissions [10].

rently have access to permission y?”. Overall, 885 daily ESM
awareness questionnaires were answered by participants (6.70
on average per participant), covering 4,395 questions (i.e.,
permission-app tuples): 2,153 (49%) questions targeted per-
missions currently granted and 2,242 (51%) currently denied.

For permissions that were currently granted, this was as-
sessed correctly almost half of the time (N = 1,052, 49%),
455 times (21%) it was falsely believed the permission was
currently not granted, and 646 times (30%) participants indi-
cated they do not know. For permissions that were currently
not granted, 760 questions were correctly answered with “No”
(34%). In contrast, 685 were falsely answered with “Yes” (i.e.,
granted, 31%) and 797 times participants indicated they do
not know (36%)6. Table 3 provides an overview. Cases where
specific permissions were granted, but participants believed
they were denied (i.e., they answered with “No”), are partic-
ularly privacy-critical. Looking at the specific permissions
that we (randomly) asked for in the ESM awareness question-
naires, the following permissions were often falsely assessed:
read (70 of 325) and write (51 of 223) access to the external
storage; read phone state (33 of 167); and camera access (31
of 129). Table 8 in Appendix D.2 provides details on correct
and false answers per permission.

4.4 RQ2: Controlling Permissions
We collected data of 2,866 updates on privacy permissions,
including revoking permissions previously granted and vice
versa. Data was collected automatically through scans of our
study app and manually using experience sampling (ESM
control questionnaire), asking participants for reasons for their
permission updates (see Tables 5 and 4 for an overview).
Participants mainly chose among the given answer options,
while “Other” was chosen only 40 times (1122 ESM questions
in total, with 1289 reasons given). Given the low number, we
report these examples directly where appropriate.

4.4.1 Revoked Permissions

Of 2,866 permission updates, 1,802 were revocations
(62.88%). Participants mostly revoked read (N = 276) and
write (N = 242) access to their external storage, camera access
(N = 192), location access (coarse N = 155, fine N = 142,
and background N = 56), and permissions to record audio
(N = 136), read phone state (N = 125) or contacts (N = 90),
get accounts (N = 83), Bluetooth scans (N = 74), and query
all packages (N = 71). Table 9 in Appendix D.3 provides an
overview of the apps most affected by revokes. Interestingly,
revokes also affected apps heavily used, including Instagram
(N = 11), TikTok (N = 27), YouTube (N = 18), or Messenger
(N = 13, Table 6). Revoked permissions (e.g., location for
Instagram or TikTok) are not essential for consuming content.

6Note that some of these “Yes” answers may stem from the auto-reset
feature of Android 11/12 having revoked permissions automatically. Hence,
some “Yes” answers might have been correct from the participants’ point-
of-view. Nonetheless, we did not observe differences between users with
Android 11/12 and those with older versions (see Table 3).



Table 3: Awareness of Current Privacy Permissions: Participants’ answers to daily ESM awareness questionnaires. For “granted”
permissions, the correct answer is “yes”, while for “denied” permissions, the correct answer is “no” (marked in bold/green). The
table shows the total distribution of answers and for older (8-10) vs newer (11-12) Android versions.

Permission State Yes No I don’t know

Granted 1052 (49%) 455 (21%) 646 (30%)
old: 54%, new: 44% old: 22%, new: 21% old: 24%, new: 35%

Denied 685 (31%) 760 (34%) 797 (36%)
old: 31%, new: 30% old: 22%, new: 32% old: 24%, new: 38%

Table 4: Reasons for Revoking Permissions: Using Experience
Sampling, we gathered the reasons for a total of 682 revokes
that were conducted during the study (multiple select).

Reason for Granting Permissions

I didn’t need the feature. 357
I was concerned about my privacy. 212
I didn’t think about it. 135
I was concerned about the security of my device. 88

Other 22

Table 5: Reasons for Granting Permissions: Using Experience
Sampling, we gathered the reasons for a total of 440 grants
that were conducted during the study (multiple select).

Reason for Granting Permissions

I wanted to enable a feature of the app. 227
The app asked for it. 117
I didn’t think about it. 106

Other 18

Using the ESM control questionnaires, we acquired ad-
ditional data on 682 revocation events. The ESM mainly
covered events related to revoking read (N = 120) and write
(N = 103) access to external storage, access to the camera
(N = 98) and location (coarse N = 62 and fine N = 47), read-
ing phone states (N = 44), recording audio (N = 42), or read-
ing contacts (N = 31). Apps that were covered mostly include
TikTok (N = 17), ZAFUL (N = 12), Twitter (N = 12), PayPal
(N = 12), Pikmin Bloom (N = 9), and others. As reasons for
their decision, participants mostly mentioned not needing the
respective feature (mentioned for 352 revokes by 75 partic-
ipants), privacy (212 revokes, 58 participants), and security
(88 revokes, 36 participants) concerns, not having thought
about it (133 revokes, 43 participants), and other (22 revokes,
11 participants) such as they did not actively choose or the
app did not ask for it, or “it must have happened automatically”
(one participant each, see Table 4). Participants could choose
several reasons when asked for a specific app and permission.

4.4.2 Permissions Granted Later

Updates during the study included 1,064 ‘granted later’ per-
missions (37.12%). Participants mostly granted permission to
read (N = 121) or write (N = 101) external storage, access lo-
cation (coarse N = 101; fine N = 91), record audio (N = 136),
query all packages (N = 74), read phone state (N = 59), and
camera (N = 54). Regarding highly used apps, grants affected,

e.g., Instagram (N = 3) or TikTok (N = 21), but also apps of
the category Tools such as Google (N = 25) or the Phone
(N = 31, see Table 6). Table 10 in Appendix D.3 provides an
overview of apps with most grants.

From the ESM control questionnaires, we acquired data
on 440 permission grants, mainly affecting permission to
read (N = 81) and write (N = 63) external storage, access
to Bluetooth (N = 54), camera (N = 42), or location (coarse
N = 38 and fine N = 29), or to query all packages (N = 30).
Apps affected included Instagram (N = 9), Ferrarm SIM (N =
9), and others. Participants mostly wanted to enable a feature
of an app (mentioned for 223 grants by 70 participants), and
the affected app asked for certain permission (117 grants, 50
participants), or they did not think about it (105 grants, 38
participants). For 18 grants, other reasons were mentioned
(11 participants), including they did not remember giving
permission, were unsure about consequences, or the app was
pre-installed (one participant each, see Table 5). Note that
participants could choose several reasons again.

4.4.3 Bulk Permission Updates

A total of 702 apps were affected by permission updates
throughout the study (692 unique on a per-user basis, 493
unique apps overall), with updates of 2,866 permissions in
total (22.39 on average across 128 participants who conducted
such updates). Many scans by our study app (every two hours)
comprised updates of more than one app and/or more than one
permission, indicating that participants (N = 128) conducted
updates in “bulks”, that is, in short time frames. Such scans
included one to 27 apps (Mean = 1.43, SD = 1.57), with 106
updates including more than one app (384 updates included
only one). Per app, more than one permission was updated in
most cases (N = 487 vs. 215 cases with single permissions
updated for an app), with 1 to 19 permissions updated at
once (Mean = 4.08, SD = 3.44). In total, 383 scans included
updates of multiple permissions (107 scans only one).

4.4.4 User vs. System-initiated Permission Updates

A total of 66 participants (50%) were using Android 11 or
above. For these, Android might have initiated some per-
mission updates. In particular, the auto revoke [9] feature
automatically withdraws permissions for apps that have not
been used for several months. However, among the 1392 per-
mission updates (808 revokes) we collected from participants
with newer Android versions, only 32 revokes (4%) affected
apps not used at all during the two weeks of study. More-



Table 6: Most Used Apps and Permission Updates: This table presents the most used apps in our dataset (left) along with
corresponding permission updates (right). We sorted all apps based on the total overall usage time (sum in hours) as acquired from
the initial scan. We list the first 25 apps below (N: number of installations). The Category is based on the Google Playstore [2],
except for two side-loaded apps that we categorized accordingly. Permission updates include revokes and grants.

App N Category Total Usage Time (hours) Permission Updates: Revokes Permission Updates: Grants

Instagram 94 Social 1980.9 11 �c (1), � f (1), � (1), � (1), ¤ (1),
�r (1), r (1), 9 (1), � (1), Á (1), w (1)

3 �c (1), � (1), �s (1)

Chrome 131 Communications 1581.1 1 �s (1) 0

TikTok 62 Social 1494.1 27 � (11), �c (2), � (2), �r (2), �r (2),
r (2), Á (2), �w (2), w (2)

21 � (18), � (2), �s (1)

Facebook 93 Social 1345.1 1 9 (1) 1 �s (1)

Messenger 100 Communications 1003.6 13 �c (1), � f (1), � (1), ¤ (1), �r (1),
�r (1), r (1), 9 (1), � (1), � (1), Á (1),
�w (1), w (1)

2 � (1), �s (1)

YouTube 121 Video Players
& Editors

888.2 18 �c (2), � f (2), � (2), ¤ (2), �r (2),
r (2), � (2), Á (2), w (2)

0

WhatsApp 87 Communications 684.1 0 1 �s (1)

Reddit 51 Social 467.0 17 �c (4), � (4), r (4), Á (4), w (1) 5 � (4), �s (1)

YouTube Vanced 20 Video Players
& Editors

427.2 11 �b(1),�c (1),� f (1),� (1),� (1),¤ (1),
�r (1), r (1), � (1), Á (1), w (1)

0

Huawei Home 14 Tools 411.5 2 �r (2) 2 � (2)

Telegram 50 Communications 304.0 21 �b(2), �c (2), � f (2), � (2), ¤ (2),
�r (2), r (2), Á (2), �w (2), w (2),
 (1)

8 �s (1), � (2),  (1), 9 (2), � (2)

Twitter 48 Social 280.8 18 �c (2), � f (2), � (2), ¤ (2), �r (2),
r (2), � (2), Á (2), w (2)

3 � (3)

Netflix 68 Entertainment 273.2 0 0

Discord 63 Communications 262.3 1 �r (1) 5 � (1), � (1), r (1), Á (1), �s (1)

Google 123 Tools 208.0 13 �b(2), ♂ (2), �s (2), � (2), r (2), w (2),
� (1)

25 �c (2),� f (2), � (2),� (1),¤ (2),�r (2),
 (2), �r (2), � (2), � (2), Á (2), �w (2),
�w (2)

Phone 105 Tools 150.5 0 31 �c (3), � (3), ¤ (3),  (3), �r (3), r (2),
� (2), � (3), Á (3), �w (3), w (2), � f (1)

Snapchat 35 Communications 116.4 28 9 (4),�b(3),�c (2),� f (2),� (1),¤ (3),
 (3), �r (2), r (1), � (2), Á (1), �w (3),
w (1)

17 � (3),�s (1),�c (1),� f (1),� (2),�r (1),
r (2), 9 (1), � (1), Á (2), w (2)

Spotify 89 Music & Audio 112.0 3 �s (3) 1 � (1)

Clock 87 Tools 102.1 1 � (1) 0

Maps 78 Travel & Local 96.7 9 �b(1), � (1), ♂ (1), �s (1), � (1), �r (1),
r (1), Á (1), w (1)

3 �c (1), � f (1), � (1)

Gallery 82 Photography 96.0 11 �c (3), � f (3), � (2), ¤ (1), �r (1), � (1) 5 � (2), � (1), r (1), w (1)

Zoom 18 Business 73.7 0 0

Gmail 127 Communications 73.6 1 � (1) 0

� f access fine location; �c access coarse location; �b access background location; �r read calendar; �w write calendar; � access media location; � camera; � Bluetooth;
�s Bluetooth scan; r read external storage; w write external storage; � query all packages; Á record audio; �r read contacts; �w write contacts; 9 read phone numbers;
¤ get accounts; � read phone state; ♂ activity recognition; � read SMS;  read call log;

over, we collected permission revocations among users in
both groups (N = 61 users with permission revokes on new
Android, N = 64 users with revokes on old Android). The to-
tal number of permissions updated is very similar: N = 1,474
for older Android versions and N = 1,392 for newer Android
versions7. In addition, many permission updates (including

7Note that we did not find any statistically significant differences in the
number of updates (neither for total number nor number of grants or revokes)

revokes) were conducted for heavily used apps (see Table 6).
Thus, the majority of revoked permissions do not fall under
the auto-revoke feature. Still, there might be cases in which
users chose to grant camera, location, or microphone permis-
sions for one time [10] only. These permissions are revoked
automatically as soon as the requesting app moves into the
background. Hence, such one-time permissions would only

for users with older vs newer Android versions.



occur in our dataset if users used an app during the end of/the
beginning of a new two-hour timeslot. To identify such cases,
we looked at permissions per user and app that were granted
and revoked multiple times but found no such cases.

5 Discussion

5.1 Awareness of Privacy Permission States

Our study results indicate that people have an alarmingly low
level of awareness regarding what permissions specific apps
have. In particular, only 49% of granted permissions and 34%
of denied permissions were assessed correctly. Past studies
have shown that privacy awareness is a prerequisite for users
to make meaningful decisions [29,65,66], for example, about
whether or not an app should retain certain permission at a
given point in time. Moreover, Frik et al. identified a lack
of awareness regarding the availability of privacy settings,
leading users to not take action according to their privacy
needs [42]. The permission model of modern smartphone
operating systems seems to address this already: asking for
permissions in context, that is, right at the time when they are
needed (cf. runtime permissions on newer Android versions).
This helps users build better mental models of the permission
space and also enables them to select only permissions that
make sense to them for a particular application or feature.

We found that in many cases users think that permissions
they gave are not actually given and vice versa. In 455 cases,
granted permissions were falsely assessed as denied (21%),
which is critical from a privacy point-of-view as apps might
access personal data without users being aware of it. More-
over, there were many cases where users indicated they did
not know (granted: 30%, denied: 36%). This is likely re-
lated to the sheer number of (partially unused or rarely used)
installed applications on users’ phones (99.42 on average
for this study). Also, prior work found that it is oftentimes
not clear to users which permissions are requested for the
actual application vs. third-party services [33], and textual
descriptions of applications oftentimes lack detailed informa-
tion on permission requests [37]. Permission reminders, as
standard in current OS versions and other proactive features,
can mitigate this to some extent but come with the risk of
overburdening users with recurring warnings. However, as
shown in previous work, increasing awareness can help to
motivate them and take action about their privacy [34, 45, 73],
and information prompts might thus be acceptable. Informa-
tion that could be relevant in such interfaces includes, but is
not limited to, the type of data that is collected and stored, for
how long, and with whom it is shared [62]. Other relevant
information includes whether an app can access private data
in the background; or how an app is rated by others [77]. An-
other opportunity could be to convey information on the risks
rather than the resources or sensors being assessed [40].

5.2 Types of Permission Revocations
Participants changed permission states for installed apps in
2,866 cases, including 1,802 revocations. Reasons include
a lack of need for (or lost benefit of) the respective feature,
privacy, and security, in that order (see Table 4). This indi-
cates that, while privacy and security play a major role in the
process (mentioned by 94 participants, 71%), other factors
do as well in a significant way. This indicates that messag-
ing around revocation support should cater to these needs to
help users make informed decisions. Looking at the details of
permission revocations, three trends become apparent:

1) Privacy-Relevance of Revoked Permissions. Most re-
vocations recorded in the study fall into the bucket
of the top three permissions that participants want to
have an eye on: location, camera, and microphone ac-
cess. The sensitivity of this data was shown in previous
work [18, 22, 27, 29, 57, 60, 69].

2) Affected Apps. Participants rarely revoked permissions
for frequently used apps. This indicates that the benefit of
allowing an app access to a certain permission increases
through usage frequency. While YouTube and TikTok are
among the most installed apps with high usage time show-
ing relevant revocation activity, their revocations fall into
what will be listed in point 3 below.

3) Functionality-Relevance of Revoked Permissions. Re-
vocations are mostly related to permissions not essential
for the app’s core functionality. In particular, looking at
the apps with the highest usage times (see Table 6), permis-
sions might be necessary for producing content but not for
consumption. For instance, access to the camera, external
storage, media, or location was revoked for apps such as
Instagram, TikTok, and Youtube, which still allows using
these apps to consume content. This indicates that users
consider the use case and functionality they intend to use
an app for when deciding on permissions and use the op-
portunity to restrict permissions necessary for producing
content if they do not intend to do so. Thus, future ap-
proaches could consider effects on core functionality [51].
This is in line with prior work indicating that end-users and
developers alike consider app functionality and features
when it comes to permission management [82].

Researchers have suggested a number of innovative privacy
designs. The above-mentioned trends and the insights from
our real-world study build a solid foundation to review exist-
ing privacy designs and assess their ability to address impor-
tant aspects we identified (see below). Furthermore, they can
inform future designs of mobile privacy control.

5.3 (Proactive) Mobile Privacy Control
Prior work showed users want to protect personally identi-
fiable information on their smartphones and, thus, are open
to supportive tools [23]. Privacy protection mechanisms fol-
low different approaches in terms of proactivity, from low to



high [52] or from simple notifications (or recommendations)
to full automation, where systems act on users’ behalf [30].
Users prefer simple and proactive mechanisms while still
staying in control as opposed to full automation [30, 52].
Moreover, permission prompts should provide explanations
to increase users’ confidence in their decisions [35].

Finding the right balance for proactive privacy support fea-
tures on mobile devices seems, thus, essential. For instance,
proactive privacy permissions (as an extension to the current
runtime permission model) could a) learn over time or b) be
based on rules (for example, context-based) [64]. Proactive
privacy controls could also guide users through available set-
tings [42] or notify them when in privacy-critical contexts [30]
to, for example, avoid microphone access in private spaces
or at custom timings [41, 67]. Alternatively, privacy controls
could adapt to users’ profiles and, e.g., suggest revoking cer-
tain permissions vs. entirely uninstalling certain apps [22].

Our study data shows that before and after the study, par-
ticipants were interested in getting proactive support, such as
being notified, especially regarding permissions related to lo-
cation, camera, and microphone use. While these permissions
are essential for using some applications (e.g., a microphone
for using the phone), in many cases, permissions are sec-
ondary (e.g., microphone access for a messenger application
supporting text-based communication). As discussed above,
other examples include revoking permissions for non-active
apps, as implemented since Android 11, and for non-essential
vs. essential permissions for a certain app. A proactive pri-
vacy control mechanism could focus on permissions users
care about from a privacy perspective but still consider func-
tionalities essential to users based on the intended use of a
certain app (e.g., consuming vs. producing content). Consid-
ering contextual information can improve recommendations
for privacy settings [71, 79]. Also, permissions non-essential
for the core functionality could be detected automatically (cf.
the Reaper approach [33]). Communicating to users which
permissions are a pre-condition for using a certain functional-
ity can additionally help them make a decision [76]. As such,
the overall decision load could still be kept rather low.

Moreover, information on permissions that are (un)desired
could be crowd-sourced based on users’ comments, as sug-
gested in prior work: CHAMP analyzes users’ comments to
point to undesired and/or privacy-intrusive app behaviors [50].
However, the capabilities and opportunities of novel smart-
phones and apps keep changing, as do users’ preferences. This
indicates user preferences should be assessed repeatedly.

5.4 Bulk Revocations & Opportune Moments
When participants updated permissions for a specific app,
independent of the (external) trigger, they often seemed to
engage in updating more permissions for the given app (4.08
permissions per application on average) as well as permis-
sions for other apps (in 106 cases) in short time frames. This
is interesting for two reasons: First, current privacy interfaces

on mobile devices such as Android’s Permission Manager and
Privacy Dashboard already foster bulk permission updates
by displaying other apps with the same permission or other
permissions for the same app. With knowledge of applications
for which users jointly change permissions, permission man-
agement interfaces could proactively suggest groups of apps
for which a particular permission could be changed. Second,
this point in time represents an opportune moment in which
users are willing and motivated to engage in a privacy/security
activity. Due to the two-hour time window of our study, we
were not able to explore those opportune moments in more
detail, but future work could look at phone usage patterns,
users’ current mood or necessity of the current privacy deci-
sion [31]. Leveraging this information could further support
users in maintaining correct permission states for them.

6 Conclusion
We presented an in-depth investigation of users’ awareness of
and control over privacy permissions on Android. In a two-
week field study with 132 Android users, we collected initial
permission states of installed applications as well as updates
of permission states throughout the study and experience sam-
pling data. We found that participants mostly revoked access
to sensors they consider sensitive (such as microphone or
camera), but only if this would not affect an application’s core
functionality, assuming the app is frequently used. Moreover,
participants often conducted such permission updates in bulk.
This work provides a better understanding of users’ current
use of available privacy control mechanisms and serves as a
basis to enhance (proactive) mobile privacy control.
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A Project Material
To access the anonymized dataset and the study application,
please contact the authors.

B Android Privacy Interfaces

Figure 3: Android Privacy Interfaces: The Permission Man-
ager (left) lists permission types along with apps that cur-
rently do or do not have access to these. The Privacy Dash-
board (right, Android 12 and above) provides a more detailed
overview of which applications currently have access to which
sensors, along with means to grant or revoke this access [1].

C Study Questionnaires
C.1 Privacy Perceptions (Initial & Final)

• For which categories of information do you want to be
alerted, if an app requests access. 1/3

– Location
– Physical Activity
– Body Sensors

– Bluetooth
– Installed apps
– None of these

• For which categories of information do you want to be
alerted, if an app requests access. 2/3

– Other users on the smartphone
– External File Storage
– Calendar

– Call history
– Contacts
– None of these

• For which categories of information do you want to be
alerted, if an app requests access. 3/3

– Phone Numbers
– SMS
– Microphone

– Camera
– None of these

C.2 Midterm Questionnaire
• Do you know that you can revoke permissions you pre-

viously granted to apps? (yes/no)

– if yes Have you revoked a permission before?
(yes/no)

* if yes Why did you revoke that permission?
multiple choice

· I didn’t need the feature anymore.
· I was concerned for my privacy.
· I was concerned for the security of my device.
· I didn’t think about it.
· None of these.

• For Android 12 only: Have you used the Privacy Dash-
board before? (yes/no)

– if yes How often do your use the Privacy Dash-
board? single choice

* At least once a week
* At least once a month
* Less than once a month

• Android versions <12: Have you looked at the [Permis-
sion Manager name of installed Android version] before?

– if yes How often do you look at the [Permission
Manager name of installed Android version]? sin-
gle choice

* At least once a week
* At least once a month
* Less than once a month

• Please look at the [Permission Manager name of installed
Android version] after our questions. You can find it
under [Path].

C.3 Experience Sampling Questionnaires
C.3.1 Questions Upon Permission Change (ESM control

questionnaire)

Granted Permission: Why did you allow [AppName] to
[Android description for permission]? multiple choice

• I wanted to enable a feature of the app.
• The app asked for it.
• I didn’t think about it.
• Other

– Please briefly explain your decision for [AppName].
(free text entry)

Revoked Permission: Why did you forbid [AppName] to
[Android description for permission]? multiple choice

• I didn’t need the feature
• I was concerned for my privacy
• I was concerned for the security of my device
• I didn’t think about it
• Other

– Please briefly explain your decision for [AppName].
(free text entry)

C.3.2 Daily Questions (ESM awareness questionnaire)

• Is [App name] currently allowed to [Android description
for permission]? (yes/no/I don’t know)



D Study Results
D.1 Detailed Demographics

Table 7: Demographic Overview of Participant Sample: age, gender, nationality, employment, and educational level. We sampled
participants by residency (not nationality), to ensure consistency in app stores. As a result, our sample contains a few participants
with Asian and South American nationalities.

A
ge

18–29 98
30–39 27
40–49 5
50–54 2

G
en

de
r Woman (including Trans Female/Trans Woman) 65

Man (including Trans Male/Trans Man) 63
Non-binary (would like to give more detail) 4

N
at

io
na

lit
y

Poland 40
Portugal 26
Italy 22
Greece 14
Spain 6
Czech Republic 4
United Kingdom 3

other (Europe) 12
other (Asia) 2
other (South America) 2
other (North America) 1

E
m

pl
oy

m
en

t

Full-Time 38
Unemployed (and job seeking) 32
Other 27
Part-Time 26
Not in paid work (e.g. homemaker, retired or disabled) 5
Due to start a new job within the next month 3
Data expired 1

E
du

ca
tio

n

High school diploma/A-levels 52
Undergraduate degree (BA/BSc/other) 43
Graduate degree (MA/MSc/MPhil/other 23
Technical/community college 8
Secondary education (e.g. GED/GCSE) 4
Doctorate degree (PhD/other) 2
Don’t know / not applicable 1

D.2 RQ1: Awareness of Current Privacy Permission States

Table 8: Participants’ answers to daily random questions on current permissions states. Per permission, we list the number of
correct and incorrect answers and how often this permission and state occurred in daily random questions (in ESM awareness
questionnaires) in our dataset.

Permission Name Permission State: Granted Permission State: Denied
# questions correct (“yes”) incorrect (“no”) # questions correct (“no”) incorrect (“yes”)

� write calendar 27 12 10 12 9
 read call log 46 30 6 5 3
Á record audio 78 57 10 159 89 28
� write contacts 52 27 10 40 21 7
� camera 129 75 31 224 113 73
� access media location 61 35 16 26 13 8
� read contacts 122 73 26 137 63 37
 read external storage 325 159 70 448 138 135
� access coarse location 146 95 23 162 47 60
� access fine location 142 95 21 156 45 52
9 read phone numbers 7 7 18 5 11
� read phone state 167 89 33 182 46 62
� Bluetooth scan 15 6 4 38 9 2
� read calendar 24 14 3 26 6 15
 write external storage 223 89 51 448 100 88
¤ get accounts 97 49 14 138 29 65
� access background location 18 14 32 6 12
� query all packages 175 29 18 134 14 25
♂ activity recognition 16 5 1 6 1
� read SMS 27 12 8 7 4 3
♂ body sensors 10 8 1 1 1



D.3 RQ2: Controlling Permissions

Table 9: Controlling Permissions: Overview of revoked permission updates per app throughout the study, with number of
installations and total usage time. Applications that were potentially preinstalled are marked in bold, and applications that are
among the most used apps (see Table 6) are marked with ∗. Note that only apps with at least 16 updates throughout the study are
listed.

App Number
of Installs

Total
Usage
Time

(hours)

Permission Updates: Revokes

Mi Video 51 2.35 31 � Bluetooth scan (31)
Snapchat∗ 35 116.41 28 9 read phone numbers (4), � access background location (3), ¤ get accounts (3),  read call log (3), � write contacts

(3), � access coarse location (2), � access fine location (2), � read contacts (2), � read phone state (2), � camera (1),
 read external storage (1), Á record audio (1),  write external storage (1)

TikTok∗ 62 1494.08 27 � query all packages (11), � access coarse location (2), � camera (2), � read calendar (2), � read contacts (2),  read
external storage (2), Á record audio (2), � write calendar (2),  write external storage (2)

HMS Core 18 0.51 26 � access background location (2), � access coarse location (2), � access fine location (2), ♂ activity recognition (2),
� Bluetooth scan (2), � camera (2), ¤ get accounts (2), � query all packages (2), � read calendar (2),  read external
storage (2), � write calendar (2),  write external storage (2), � read contacts (1), � read SMS (1)

PayPal 65 6.00 24 � access coarse location (3), � access fine location (3), � camera (3), � read contacts (3),  read external storage (3),
� read phone state (3), � write contacts (3),  write external storage (3)

Teams 49 16.76 21 � query all packages (2), � access background location (2), � access coarse location (2), � access fine location (2),
� camera (2), ¤ get accounts (2), � read contacts (2),  read external storage (2), � write contacts (2),  write external
storage (2), Á record audio (1)

Telegram∗ 50 303.96 21 � access background location (2), � access coarse location (2), � access fine location (2), � camera (2), ¤ get accounts
(2), � read contacts (2),  read external storage (2), Á record audio (2), � write contacts (2),  write external storage
(2),  read call log (1)

Vinted 28 42.22 18 � access coarse location (3), � access fine location (3), � camera (3), � read contacts (3),  read external storage (3),
 write external storage (3)

Mi Browser 14 1.36 18 � camera (4), Á record audio (4), � access coarse location (3), � access fine location (3),  read external storage (1),
 write external storage (1), � query all packages (1), � read phone state (1)

Twitter∗ 48 280.76 18 � access coarse location (2), � access fine location (2), � camera (2), ¤ get accounts (2), � read contacts (2),  read
external storage (2), � read phone state (2), Á record audio (2),  write external storage (2)

Youtube∗ 121 888.21 18 � access coarse location (2), � access fine location (2), � camera (2), ¤ get accounts (2), � read contacts (2),  read
external storage (2), � read phone state (2), Á record audio (2),  write external storage (2)

Reddit∗ 51 467.04 17 � access coarse location (4), � camera (4),  read external storage (4), Á record audio (4),  write external storage (1)
Google Pay 39 0.16 16 � access coarse location (2), � access fine location (2), � camera (2), � query all packages (2), � read contacts (2),

 read external storage (2), � read phone state (2),  write external storage (2)

Table 10: Controlling Permissions: Overview of granted permission updates per app throughout the study, with number of
installations and average usage time. Applications that were potentially preinstalled are marked in bold, and applications that are
among the most used apps (see Table 6) are marked with ∗. Only apps with at least 16 updates throughout the study are listed.

App Number
of Installs

Total
Usage
Time

(hours)

Permission Updates: Grants

Phone∗ 105 150.47 31 � access coarse location (3), � Bluetooth (3), ¤ get accounts (3),  read call log (3), � read contacts (3), � read SMS
(3), Á record audio (3), � write contacts (3),  read external storage (2), � read phone state (2),  write external storage
(2), � access fine location (1)

Google∗ 123 207.93 25 � access coarse location (2), � access fine location (2), � Bluetooth (2), ¤ get accounts (2), � read calendar (2),  read
call log (2), � read contacts (2), � read phone state (2), � read SMS (2), Á record audio (2), � write calendar (2),
� write contacts (2), camera (1)

Bluetooth 37 0.17 25 � access coarse location (2), � Bluetooth (2), ¤ get accounts (2),  read call log (2), � read contacts (2),  read
external storage (2), � read SMS (2), � write contacts (2),  write external storage (2), � access fine location (1),
� access media location (1), � Bluetooth scan (1), � query all packages (1), 9 read phone numbers (1), Á record audio
(1), � read phone state (1)

TikTok∗ 62 1494.08 21 � query all packages (18), � Bluetooth (2), � Bluetooth scan (1)
Galaxy Store 14 1.44 18 � Bluetooth (4), � read phone state (4), ¤ get accounts (3),  read external storage (3),  write external storage (3),

� query all packages (1)
Snapchat∗ 35 116.41 17 � Bluetooth (3), � camera (2),  read external storage (2), Á record audio (2),  write external storage (2), � Bluetooth

scan (1), � access coarse location (1), � access fine location (1), � read contacts (1), 9 read phone numbers (1), � read
phone state (1)
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