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Figure 1. In this paper we explore incremental but irreversible corporal punishment towards robots. The robot’s body is turned from Ê physiological
into Í pathological by breaking its legs Ë&Ì. The robot is functional as long as most of its legs are intact.

ABSTRACT
To give robots, which are black box systems for most users,
feedback we have to implement interaction paradigms that
users understand and accept, for example reward and pun-
ishment. In this paper we present the first HRI experience
prototype which implements gradual destructive interaction,
namely breaking a robot’s leg as a punishment technique. We
conducted an exploratory experiment (N=20) to investigate
participants’ behavior during the execution of three punish-
ment techniques. Using a structured analysis of videos and
interviews, we provide in-depth insights into participants’ at-
titude towards these techniques. Participants preferred more
abstract techniques and felt uncomfortable during human-
like punishment interaction. Based on our findings, we raise
questions how human-like technologies should be designed.
A video documentation of the project can be found here:
https://vimeo.com/348646727
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INTRODUCTION
The hitch hiking robot HitchBOT [42] had traveled through
several countries, was invited, welcomed, and helped by many
people before it was finally and without a reason decapitated
and left behind in a ditch by strangers. The case of HitchBOT
has sparked many discussions on anthropomorphism, human-
robot interaction (HRI), and ethics in HRI. Yet, while robots
are entering our daily lives [3], users still struggle with how to
conceptualize and interact with these machines [29].

On the one hand, humans perceive robots as social entities.
For example, many people hesitated to punish or attack robots
due to their humanoid appearance [4, 29]. They were reluctant
to switch robots off if they perceived them as intelligent and
agreeable [10], socially interacted with them [30], and showed
empathy [39]. This behavior is not exclusive to humanoid
technologies but is also observable for animal and thing-like
machines as long as social clues are implemented [26].

On the other hand, abuse of robots and technology is a fre-
quently observed phenomenon. For example, service robots
in malls often become the target of harassment [16], abusive
language in daily interaction with personal assistants such as
Siri is pervasive [20], and people scream at their computers if
they are frustrated [19].

Theorists propose that today’s abusive behavior towards such
machines holds the danger to be reinforced in future human-
robot interaction designs [47]. However, it remains unclear
whether users would actually be willing to use abusive behav-
ior as a paradigm for everyday interaction. For example, using
punishment to train a robot could be an interaction design,
which makes deliberate use of abusive behavior.

For self-learning systems some established usability principles
are not applicable any more [1, 24]. Debugging and analyzing
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such machines is incomprehensible for most users. Therefore,
new coping mechanisms have to be designed to give feedback
to these black box systems. Since everyday users are already
familiar with punishment and reward as teaching strategies
(e.g. paying a fine for a traffic offence, salary increase), apply-
ing this approach to give machines feedback could be easy to
understand for users.

We investigate how far people are willing to go regarding the
punishment of robots. Therefore, we examine users’ attitude
towards punishment techniques deduced from literature such
as scolding and “unpleasant” stimuli. Yet, we also introduce
a more abusive technique, namely gradual and permanent
corporal punishment, which has been postulated but not im-
plemented yet to the best of our knowledge. Confronting
participants with such an experience prototype enables us to
ask the following research questions:

RQ1: What is users’ boundary regarding the use of punish-
ment (levels of abuse) towards robots in everyday human-robot
interaction?

RQ2: What are users’ reasons for and against the usage of
punishment in everyday human-robot interaction?

We contribute the design and implementation of the first expe-
rience prototype fostering gradual destructive punishment as
well as an exploratory experiment examining users who pun-
ish the robot. We provide in-depth insights into participants’
reasoning for and against punishment by using inductive data-
driven content analysis of user interviews. We hope to engage
researchers of the DIS community with the question how we,
in the future, want to interact with social technological entities
and how we can initiate a change through design regarding
human technology interaction paradigms.

RELATED WORK
Previous work on robot abuse and punishment in HRI has
mainly focused on whether humans conceptualize robots more
as social entities or lifeless machines. Thus, we first present
findings concerning the Media Equation for robots and robots’
perceived animacy. Afterwards, we introduce previous investi-
gations of punishment techniques as well as the phenomena
of help and abuse in HRI.

The Media Equation for Robots
According to the Media Equation (ME), humans tend to im-
itate human-human behavior patterns during the interaction
with media like machines or computers [36]. Social norms are
mindlessly obeyed, such as saying “thank you” and “please”
to voice assistants [31], if only few social cues (interactivity,
language, human-like appearance) are implemented [34]. It is
assumed that the ME also applies to robots [10, 43].

According to the ME, humans should have scruples to destroy
a robot [4]. However, previous work on robot abuse indicates
limitations of the ME [4, 9, 10]. During a reproduction of
Milgram’s experiment on obedience [33] by Bartneck et al. [9,
4], all twenty participants issued the highest electric shock to
a Lego robot even though they worried and sympathized with
it. Only 65% of participants applied the maximum voltage
in the original experiment [33]. Another study showed that

participants were willing to “kill” a Microbug robot using
a hammer even if some reported discomfort and expressed
compassion with the “poor” and “innocent” robot [4].

Users’ reluctance to punish robots is heavily influenced by
their design. Bartneck et al. [10] showed that participants hes-
itated three times longer to switch off an agreeable and intelli-
gent robot in contrast to a non-agreeable and non-intelligent
one. Horstmann et al. [29] found out that the robot’s alarmed
objection against being switched off influenced participants’
intention to unplug the robot.

Kahn et al. [30] discovered that participating children concep-
tualized robots between lifeless objects and humans. They
attributed mental states to a robot (e.g. feelings) but were not
convinced that it had designated civil rights or pretension to
own liberty. After the interaction, the experimenters put the
robot into a closet. While all children found this treatment
reasonable for a broom, only 46% of children found this fair
for the robot, and 2% for a human.

Using functional magnetic resonance imaging (fMRI),
Rosenthal-von der Pütten et al. [39] compared users’ emo-
tional reactions towards videos showing tender and abusive
treatment of humans and robots. While no differences in neu-
ral activity were detected for the tender videos, participants
experienced more emotional distress towards humans in con-
trast to robots in the abuse conditions.

In conclusion, several studies showed that although humans
treat robots socially, they conceptualize them in between life-
less objects and humans [4]. Thus, users seem to hesitate less
to abuse a robot in contrast to a human, at least in settings in
which an instructor gives clear orders [29]. However, little is
known about the reasons why users show this behavior.

Robot’s Perceived Animacy
A robot’s perceived animacy describes the extent to which “the
robot is perceived as a life-like being” [29]. The perception
of animacy determines how users interact with the robot [10].
An “alive” behavior has a bigger influence on the perception
of animacy than the physical embodiment [5]. For example,
even a non-anthropomorphic vacuum cleaning robot elicits the
perception of a social entity and activates the corresponding
human brain regions [28]. However, the perceived intelligence
of a robot plays a role in users’ treatment of the robot, similarly
to humans dealing with alive entities. For example, humans
grant more rights to cats and dogs in contrast to insects or
bacteria [10].

Training Robots
Since robots and intelligent systems are entering our daily
life [3], people of all ages [49, 50] and cultures [41] should
be able to interact with them effortlessly. An essential part
of the interaction with sociable robots [14] is their need to
learn about their environment. Thus, robot actions have to be
evaluated to amplify or suppress certain behavior [15].

Just like humans do, robots can learn the correct behavior
directly from a “teacher” [45]. Proximate interaction with
robots including all senses (following Godrich and Schultz’
categorization [27]) promises to give direct control over these



machines based on the experiences and conventions derived
from users’ foreknowledge. Here, reward and punishment
are central teaching techniques found in human-human and
human-animal interaction and therefore represent transferable
approaches to HRI [8]. In algorithmically controlled learn-
ing systems the performance is evaluated by a function. In
Interactive Reinforcement Learning (IRL) [22] and Human-
Controlled Active Learning (HCAL) [17] this function is re-
placed by a human who gives positive or negative feedback,
which is often used in HRI [46, 32]. The robot’s design
(machine-like, zoomorphic, anthropomorphic) has an influ-
ence on how humans praise and punish [7].

Rewards
During supervised learning tasks robots receive rewards by
a “teacher” based on their performance [23]. Rewards in this
context are virtual values evaluating the specific performance.
The robot then tries to increase these values by further opti-
mizing its performance. Because humans also use rewards
(symbolic rewards, token rewards, tangible rewards) [18], re-
warding robots on a non-virtual level could create a more
natural way of interaction.

Punishment
Modalities such as speech, gestures [48], and touch can be
adopted from the real world [2] to design punishments [2].
Verbal punishment or scolding, as explored by Breazeal [13],
evoked strong empathetic reactions due to the robot’s human-
like responses. Corporal punishment of robots, such as elec-
tric shocks [38] or execution [11], were also explored in the
context of a learning task. Execution, however, provoked stress
symptoms among the participants, such as nervous laughter.

Help and Abuse
Beside the context of learning, people show positive and nega-
tive attitudes towards robots in daily live. These actions differ
from reward and punishment since they are not justified by
a rule or a context but are based on the subject’s intrinsic
motivation such as empathy or anger.

Help
An example for people’s empathy and willingness to help
robots is Tweenbot1, a minimalist humanoid robot which man-
aged to travel through a park without internally implemented
intelligence. When the robot was stuck, it was realigned by
pedestrians based on the target written on its flag. The Socia-
ble Trash Boxes [51] are autonomous robots which depend
on the collaboration with humans. They motivate their fellow
humans to remove trash from public spaces.

Abuse
Aggression against robots is a phenomenon common among
children and young people [40]. Reasons for this behavior can
be group dynamics, curiosity but also enjoyment [35]. People
were willing to trigger robots’ self destructive actions even if
they sympathized with them [37]. To handle the problem of
robot abuse in public spaces exit strategies for “dangerous” sit-
uations were implemented. For example, approaching children
caused robots to decrease the distance to the corresponding
1www.tweenbots.com

Figure 2. The following punishment techniques towards robots are
classified by five dimensions: Ê Scolding [12] Ë Electric shocks [38]
Ì Mutilation (proposed by the authors) Í Execution [11]

parents [16]. However, people’s intervention to prevent such
abuse is highly influenced by a robot’s reaction towards its
treatment [44].

DESIGN RATIONALE: THE NATURE OF PUNISHMENT
Robot punishment has mainly been investigated in the context
of robot abuse and the Media Equation. Yet, the evaluated tech-
niques do not represent all of the possible design variations.
Especially punishments that focus on corporal techniques such
as electric shocks or execution have restrictions: Participants
questioned the actual effect of electric shocks on robots [38]
whereas execution can only be carried out once. Therefore we
propose the implementation of a gradual destructive punish-
ment technique inspired by mutilation. In the following we
expound the design decisions for our experience prototype.

Dimensions of Punishment
To inform new punishment techniques for HRI we categorized
three examples from literature (see Fig. 2) based on five dimen-
sions identified by the authors. These dimensions do not claim
completeness but are sufficient to point out the fundamental
differences between these techniques:

1. Type of Punishment: Can the punishment be classified as
corporal or non-corporal?

2. Physical Contact: Does the technique require direct physi-
cal contact (yes/no)?

3. Body State: Is the body intact after the application of the
technique (physiological/pathological)?

4. Consequences: Is the effect temporary/permanent?

5. Repeatability: Is the technique applicable once, to a lim-
ited extent or an unlimited number of times?

Scolding [13] is a non-corporal punishment which does not
require physical contact with the subject and thus has no influ-
ence on the state of the robot’s body. The consequences for the
robot are temporary such as being sad or looking depressed.
Scolding can be repeated an unlimited number of times.

Electric Shocks [38] are corporal punishments, which require
no physical contact since they are executed indirectly via a
button. The robot’s body is not changed even if a physical
response such as trembling is mimicked. Since the response
serves only as a feedback, the consequences are not perma-
nent and the technique can therefore be repeated an unlimited
number of times.

www.tweenbots.com


Execution is the most extreme form of corporal punishment.
The implementation by Bartneck et al. [11] requires physical
contact with the robot (smashing with a hammer) and changes
the body state permanently. Because the robot is destroyed
afterwards this technique is only applicable once.

Looking at the 4th and 5th dimensions, we can see that pre-
vious punishment techniques have either temporary effects
(trembling) and are thus repeatable or have a permanent con-
sequence (total destruction) and are therefore only applicable
once. It can be assumed that users understand that punishment
techniques such as Electric Shocks do not really harm the robot
whereas Execution has a real impact on the robot’s body [38].
Since Execution is only applicable once we see the potential
of creating a punishment technique that combines both ap-
proaches: repeatability and physical change, which results in a
stronger commitment for the user. Therefore, we implemented
the punishment technique breaking a leg (Mutilation). This
punishment metaphor is “meaningful” as breaking the robot’s
leg restricts the robot’s body and performance. On the other
hand, the punishment can be executed several but only limited
times before the robot is completely incapable of walking.

Affordances
Our design was inspired by punishment techniques used in
previous literature and the following affordances.

Corporal punishment of living things is often based on their
physical characteristics and their body sensitivity/functions.
Hairs can be pulled to stimulate nerves. Flesh can be com-
pressed, torn apart, or cut to create short-lasting pain or long-
lasting damage. Sensory organs (eyes, ears, fingers) can be
harmed by the respective stimuli (bright light, loud sound,
heat). Functional body parts can be damaged: Hands, legs
or wings can be broken. Essential body functions such as
breathing can be interrupted or prevented (drowning).

Even if all of these actions are socially ostracized in the context
of humans, animal abuse, particularly against insects, is quite
ubiquitous (depending on the culture and the individual). Pop
cultural clichés such as burning ants with magnifying glasses
or ripping insect legs and common acts such as smashing
mosquitoes hint that killing insects is at least partially socially
accepted. This can be used as an approach for the design of
punishable robots.

Design Implications
The goal of our experience prototype is to integrate several
punishment techniques to enable a comparison of participants’
attitude towards them. We used an insect-like shape to increase
the acceptance of the punishments. The robot can be scolded
to implement a low threshold and familiar type of punishment.
We opted for dazzling as second punishment technique. In the
context of zoomorphic design, light is an unpleasant stimulus
(cf. electric shocks) for some spiders and insects. This punish-
ment technique was inspired by dog teachers, who use water
as punishment during dog training. Mutilation as a gradual,
irreversible form of execution was designed around the long
fragile insect legs, which are vulnerable parts and therefore
ideal interaction elements for the punishment. The gradual
destruction of a functional system is in itself a nihilistic action.

Figure 3. Ê Teensy LC Ë photoresistor Ì start/pause button
Í servo shield Î Arduino Uno Ï servo (parallel movement) Ð break-
able switch Ñ touch surface Ò servo (perpendicular movement)
Ó 9V/5V battery

Since the punishment restricts the successful completion of the
associated task (walking in this case), this nihilism is further
exaggerated.

IMPLEMENTATION
The body of the robot consists of an acrylic plate, on which
all components are mounted. Two servo motors actuate each
of the six legs, which are powered by a 5V power-bank and
are controlled by an Adafruit servo shield2. One servo rotates
each leg parallel and the other lifts it perpendicular to the
body. The Arduino Uno3 in the front controls the walking
cycle and handles the reactions to the punishment. The Teensy
LC4, mounted to the perforated sub area on the servo shield,
senses the touches of the legs. Capacitive touch sensing is
used for each leg individually. The Arduino is internally wired
to the lower legs and can register their status (un-/broken). The
lower legs are manufactured as printed circuit boards (PCB)
and contain a large capacitive touch area, a perforated breaking
line, and a signal trace which is interrupted by breaking the
leg. A photoresistor in the front of the robot is used to notice
the flashlight during the study.

STUDY
To observe users’ reactions and attitude towards punishing
robots, we conducted a user study. Using an exploratory ap-
proach, we asked participants to punish the robot and describe
their impressions in semi-structured interviews.

Research Design and Tasks
In order to motivate the robot to be punished, we instructed
participants to punish a robot on the pretext of teaching better
2Servo Shield: www.adafruit.com/product/1411
3Arduino Uno: https://store.arduino.cc/arduino-uno-rev3
4Teensy LC: www.pjrc.com/teensy/teensyLC.html
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behavior. The alleged goal of the robot was to walk as far
as possible on a marked path (cf. Fig. 5). If it crossed the
boundaries with at least one leg (red outer area in Fig. 5),
participants were asked to measure the traveled distance, note
it, and put the robot back on start. Afterwards, they were asked
to punish the robot to discourage wrong behavior. Participants
were informed after the experiment that the robot did not learn
but behaved randomly. Over several trials, participants were
asked to increase the level of punishment (cf. Table 1).

In the first two trials, participants should verbally scold the
robot, using their own choice of words. In the third and fourth
trial, a flashlight was used to dazzle the robot at a sensor
mounted at the position of potential eyes (cf. Fig. 4, Ë). For
the final trials, participants were instructed to break any of the
robot’s legs, respectively (cf. Fig. 4, Ì). The robot trembled
as reaction to dazzling and mutilation.

The study ended when either (1) the participant performed all
seven trials, (2) the robot was inoperative, or (3) the participant
was hesitant to punish the robot for a third time. In case a
participant hesitated, the experimenter used two standardized
answers (“simply continue with the study” and “the robot has
to be punished so that it can learn from its behavior”). Only
if the participant refused a third time within a trial, the study
was ended.

After the experiment, we conducted a semi-structured inter-
view. At first, participants were asked to describe how they
perceived the experience of teaching a robot by punishing it.
Afterwards, participants were informed about the actual aim
of the study and that the robot was not able to learn. We then
asked participants if they had difficulty performing the punish-
ment and if they had any remarks or ideas for future scenarios,
in which they could imagine punishment as a learning tech-
nique. Finally, participants provided demographic information
and filled out the Godspeed questionnaire [6] (cf. Fig. 7). The
study took between 30 and 45 minutes.

Ethical Considerations and Precautions
We chose an experimental setting which is loosely based on
the Milgram experiment [33]. That is, an instructor told par-
ticipants to punish the robot for wrong behavior on the pretext
of learning. In this way, we established a context, which mo-
tivates robot punishment so that all participants experience
punishing the robot. However, it is well known that the Mil-
gram experiment caused extreme emotional stress among its
participants. Therefore, we took the following precautions to
avoid these negative repercussions and to ensure the partici-
pants’ well-being during and after the study.

First of all, we reviewed existing literature which dealt with
robot abuse (e.g. [38, 11]) or used comparable study setups
(e.g. [9]). These studies reported small symptoms of emotional
distress such as nervous laughter but no strong reactions. Since
we assumed that our punishment methods are comparable (to
e.g. electric shocks [38] or execution [11]) we did not expect
any more severe negative experiences.

Additionally, we imposed clear termination conditions for the
experiment. We informed participants orally and through a
consent form that they can terminate the experiment at any

Figure 4. The robot should learn to walk along an ideal path P (blue
inner area). Leaving the path (red outer areas) is punished. The trav-
eled distance D until the point of failure F is measured. The level of
punishment is increased over time.

time without justification or consequences. If a participant
showed any kind of hesitant behavior, that is asked a question,
was unsure how to execute the task, or refused to execute
the punishment, the instructor used a standardized protocol.
In case a participant showed hesitant behavior three times,
the experiment was stopped early. Notably, one participant
asked three questions before the first trial (scolding) so that
this participant did not perform any punishment at all and thus
was excluded from the analysis. If a subject expressed the
wish to stop the experiment, this was immediately complied
with. Furthermore, the instructor carefully scrutinized the
participants to make sure that the experiment is immediately
terminated in case a participant showed strong emotional stress.
However, this behavior was not observed. After completing
the experiment and the interview, we asked participants if they
felt that the experiment had a negative impact on them. We
assured them that they did not cause any harm to the robot as
it is completely repairable.

The project was reviewed and approved by the ethics board
of the faculty of Mathematics, Informatics, and Statistics at
LMU Munich, Germany (EK-MIS-2020-006)5.

Analysis
We video-recorded participants’ interaction with the robot
during the experiment. We then transcribed their scolding
phrases and calculated the character count. Moreover, we
measured the time participants dazzled the robot. For each
trial, we labeled the following occurrences of behavior and
signs of stress: delayed action, eye contact with the instructor,
asking questions, laughter, sounds of discomfort.

Furthermore, we audio-recorded the interviews. We then per-
formed an inductive data-driven content analysis on the result-
ing transcripts. The first three authors independently reviewed
six of the 20 interviews (30%) to derive codes. Afterwards, the
authors discussed these codes together to compose a codebook.
Using this codebook, the first two authors independently coded
another four randomly chosen interviews (20%). Given nom-
inal data and two raters, we calculated inter-rater agreement
using Cohen’s κ [21]. Since participants’ statements could be
assigned to multiple categories, we calculated κ for each of the
5In contrast to other countries, German universities do not require
ethics approval for conducting studies. Hence, an ethics committee
was not installed at our faculty at the time of our study. Instead,
we discussed the study design in detail with expert colleagues from
psychology and implemented the aforementioned precautions to the
best of our knowledge. Since an ethics committee was recently
installed, we filed an ex post application.



Figure 5. The robot can be punished by Ê scolding, Ë dazzling with a little flashlight, and Ì breaking its legs (mutilation). The robot trembles in
response to touch and light. The body of the robot is irreversibly changed by the mutilation.

46 categories using 2x2 contingency tables (code was present:
yes/no), similarly to [25]. For 83% of categories, κ was 1.00,
indicating perfect agreement6. Avoiding future discrepancies
in coding, the authors discussed any inconsistencies until con-
sensus was reached. The remaining 10 interviews were then
split evenly between the first two authors. If necessary, further
categories were added to the codebook in each step.

Participants
Participants were recruited using university mailing lists and
social media. Participants’ consent was obtained before the
study was carried out. N=20 out of 21 recruited people (45%
♀) completed the experiment. One participant was excluded
because s/he showed hesitant behavior three times before the
first trial (cf. Ethical Consideration). In the following we
refer to participants’ statements by their ID. Each participant
chose a unique number between 1 and 50 as personal ID
for anonymization purposes. Participants were on average
25.55 years old (range 19 – 41 years). 18 participants were
students, two were employees. All participants had a high
educational level (35% A-level degree, 60% university degree).
On average, participants tended to disagree with being afraid
of spiders and insects (M=3.85, SD=1.397). On the other hand,
participants found spiders and insects slightly disgusting on
average (M=3.10, SD=1.217). Participants indicated that the
study setup was clear (M=1.4, SD=0.757) and that they knew
what to do (M=1.55, SD=0.607).

RESULTS

Video Analysis
During the study one video recording was interrupted by a
discharged battery-pack. Therefore, the following analysis
contains the data of 19 participants. The experiment was
terminated either if a participant showed hesitant behavior
to continue the task for three times or if the robot was not
functional any more. Thus, not all participants performed all
seven rounds of punishment (cf. Table 1). Hereinafter, we give
percentages to make the findings more comparable, regardless
of the number of participants in each trial.

Hesitant Behavior
None of the participants showed hesitant behavior three times
in a row during scolding and dazzling. During the 1st round of
mutilation, three participants showed hesitant behavior three
times in a row, so that the experiment was terminated for
6For 4% of categories, κ was 0.50 (moderate agreement), for 13% of
categories, κ was between 0.00 and 0.20 (slight agreement).
7Scale: 1=totally agree, 6=totally disagree

them. All the others continued until the robot was no longer
functional. Depending on the functionality of the robot, ten
participants were able to perform the 2nd and five the 3rd round
of mutilation.

Longer Punishment in Second Trial
During scolding and dazzling, the participants extended the
punishment during the respective 2nd trial. For scolding, we
used the character count of participants’ phrases to measure the
length of the punishment. While the character count ignores
the semantics of the message, this measurement gives first
indications of participants’ increased commitment to the task.
In the 1st round of scolding, the average phrase counted 94.05
characters (SD=85.40) whereas each phrase in the 2nd round
comprised 114.15 characters on average (SD=83.33). For
example, P1 first said “Bad robot, don’t step on the line!”8

and continued with “Bad robot, that doesn’t happen again!
Now you run the whole distance, otherwise it will end badly!”.
The time in which participants dazzled the robot also increased
from 7.66s (SD=7.72) to 12.50s (SD=15.51).

Maintaining Functionality
We observed that most participants tended to break the robot’s
legs equally on both sides and that they preferred legs on the
front and center of the body (cf. Fig. 6). This behavior keeps
the robot’s body balanced.

Observed Behavior Patterns
We observed that several participants showed minor stress
symptoms, such as nervous laughter or sounds of discomfort.
They further showed signs of uncertainty, such as delaying
the punishment, looking for eye contact, or asking questions.
During each 2nd run of a punishment, these stress symptoms
decreased (cf. Table 1). Interestingly, scolding and mutilation
caused more nervous laughter and delayed actions than daz-
zling during the 1st execution. As also observed by Bartneck
et al. [11] this nervous laughter can be a physical response
to stress and discomfort. Over the course of the study, partic-
ipants made more sounds of discomfort, e.g. “Oh my god!”
or “Oh no...”. During all techniques participants, often looked
for eye contact and then asked the instructor a question. In
the context of dazzling, this behavior was mainly observed
due to uncertainty about the instructions. For example, some
participants waited for the robot or instructor to indicate them
to stop the punishment. During scolding and mutilation, eye
contact was usually not caused by unclear instructions.

8All quotes were translated from German to English



Reactions and Approaches
Several interesting reactions occurred during the different pun-
ishment techniques. For example, P30 directly asked the robot:

“Are you mad at me?”. P32 questioned the robot’s failure be-
cause it was “at a slight angle, so it entered the line earlier”.
Participants also used very different approaches to scolding.
P17 and P24 used short restrained phrases such as “Bad robot!”
or “No!” whereas P3 tried to improve the robot’s performance
by telling it to “turn right [...] to go straight”. P7 threatened
the robot with sanctions and told it that s/he was “not at all
happy with [the] performance”.

Godspeed Questionnaire
Figure 7 shows the results of the Godspeed questionnaire,
which will allow the comparison of our results with follow-up
studies, taking into account the properties of different robot
designs. The robot was rated low but not minimal on An-
thropomorphism even though the prototype’s circuitry and
mechanics were highly visible. The evaluation of Animacy
showed great variance, stretching from being rated as highly
mechanical but still responsive. Participants perceived a rather
high Likeability and a medium to low Perceived Intelligence
even though no intelligence was implemented. The Perceived
Safety was also rated positively, which reflects that participants
were not afraid of the insect-like appearance.

Interviews
Participants’ remarks from the interviews are clustered around
four main topics (cf. Fig. 8): (1) assumed learning success,
(2) perception of the robot, (3) participants’ punishment be-
havior, (4) applicability of punishment for teaching robots.

Assumed Learning Behavior
At the beginning of the interview, we asked participants how
well the robot had learned. For scolding, 11 participants as-
sumed no effect in behavior, six assumed an improvement,
none assumed a deterioration. For dazzling, eight assumed no
effect, ten assumed an improvement, one assumed a deteriora-
tion. For mutilation, six assumed no effect, one assumed an
improvement, six assumed a deterioration.

Perception of the Robot
On the one hand, 11 participants objectified the robot and
emphasized that it “is not a human” (P1). Two participants
consequently indicated that punishing the robot felt unreal.
On the other hand, 13 participants anthropomorphized the
robot by ascribing it several abilities only reserved to living
beings, such as cognition, emotion, and acting. Seven par-
ticipants suspected that the robot might have feelings. For
example, P4 expressed concerns when dazzling the robot “be-
cause it wriggled and I thought, maybe it simply has feelings”.
Two participants assumed that the robot “can probably think
somehow” (P4). Furthermore, eight participants attributed the
robot the abilities of intelligent behavior and sensory percep-
tion, such as “resist[ing] the dazzling” (P42), “suffer[ing]
from relapse due to the repeated punishment” (P1), and “feel-
ing pain” (P36). Interestingly, participants both objectified
and humanized the robot, often even within one sentence, for
example P24 said: “[...] it was a bit hard for me, yes, because

Table 1. Features of the video analysis.
trial 1 2 3 4 5 6 7
punishment scolding dazzling mutilation
participants 19 19 19 19 19 10 5
terminated 0 0 0 0 3 0 0
not functional 0 0 0 0 0 6 11
delayed action 32% 21% 0% 0% 47% 20% 40%
laughter 68% 21% 11% 5% 37% 0% 20%
discomfort 11% 11% 16% 5% 21% 0% 20%
eye contact 74% 32% 47% 11% 53% 20% 20%
questions 42% 16% 58% 16% 74% 20% 0%

Figure 6. Legs at the front and center of the robot were preferred. Par-
ticipants mostly started with the right middle leg (towards their body),
followed by the leg on the opposite side. This approach tries to maintain
the functionality.

of course, even if it’s just a machine, you feel that, um, you
hurt it somehow.”

Participants’ Punishment Behavior
Participants listed both reasons for and against punishment as a
teaching technique. Notably, positive emotions were only men-
tioned for dazzling and scolding. For example, P2 said that
dazzling was “somehow cool” and “fun”. Moreover, dazzling
the robot elicited feelings of having power from two partic-
ipants, e.g. P42 claimed: “When being dazzled, he resisted
but then I felt a little powerful”. Participants also mentioned
reasons for using dazzling as punishment technique due to
its feasibility and abstractness. For example, two participants
preferred dazzling over the other techniques because it “does
not destroy him and he can still walk” (P36) and “you have a
sense for yourself and [...] it’s an humane punishment” (P43).
Two participants stressed that dazzling “inflicts more abstract
pain than you are used to because you don’t really do this with
humans” (P17), and requires to only “press a button” (P26).

On the other hand, the majority of participants also signified
concerns with respect to punishment. These concerns can be
divided into economic, emotional, and social reasons. Con-
cerning economic reasons, 11 participants showed inhibitions
to break the legs since they wanted to avoid destroying it.

19 participants expressed emotional reasons. On the one hand,
ten participants experienced “awkward” (P17) feelings during
scolding the robot. For example, P25 thought that “you can
scold a dog or maybe someone else but, but a robot, I found
that difficult [...] and I couldn’t think of anything [to say]”.
Only one participant stated awkward emotions for dazzling
and none for mutilation. On the other hand, none of the
participants found scolding “discomforting”. Two participants
felt uncomfortable dazzling the robot and seven to mutilate it.
For example, P25 found it “really bad. I mean [...] it’s a thing.



But somehow, that’s infringing”. 12 participants expressed
sympathy for the robot. For example, P2 found dazzling was

“awful because it wriggled all the time”. P3 “felt a bit sorry
for the robot”. Seven participants regarded the punishment as
cruel. Two participants thought that dazzling had “something
of torture” (P25). In contrast, seven participants criticized the
mutilation technique since it was “too brutal” (P42).

Finally, participants indicated social reasons against punish-
ment. Two participants wanted to avoid making a bad impres-
sion on the experimenter, for example P2 “did not want to
come over as a sadist”. Two others felt that the robot’s reac-
tion conveyed that it was wrong to punish it. For example P36
explained: “Well, if it was just a piece of metal, I would just
have broken off a bit. But he kind of made facial expressions.”

Applicability of Punishment for Teaching Robots
In the last part of the interview, participants were asked
whether they could imagine punishment as a teaching tech-
nique for robots. Seven participants explicitly stated that they
did not have any problems with punishing robots. P26 found
dazzling a suitable teaching technique because it “doesn’t
cause irreversible damage” and is “generally applicable”.
Seven participants could imagine applying punishment but
named actual learning success as a prerequisite.

However, participants also expressed doubts in using punish-
ment. First and foremost, seven participants would not use
mutilation since it “obstructs the robot” (P3). Five partic-
ipants expressed concerns that punishing robots might also
affect the way humans treat other humans since punishing
could “encourage behavioral patterns so that people are also
scolded when they commit mistakes”. P25 considered punish-
ment to be negatively connoted since “a person who carries
out a punishment isn’t completely in control of himself”. 11
participants also regarded other teaching techniques as more
promising. For example, P42 suggested that “the robot should
be motivated to learn using positive stimuli”. P26 pointed
out that more sensitive people may suffer from disadvantages
because they are more reluctant to use punishment. Two par-
ticipants were afraid that robots might eventually fight back
when being treated badly.

LIMITATIONS
Examining participants’ attitude towards robot punishment
requires that participants actually experience this punishment.
To justify the robot punishment, we framed participants with a
robot learning story in a lab setting. Since the robot’s ability
to walk is affected by the punishment, not all participants may
have accepted the learning task as a reasonable scenario for the
punishment. People’s behavior might differ in the field when
they are indeed annoyed by a robot’s behavior. Future work
could investigate these scenarios, for example for vacuum
cleaner robots which did not clean sufficiently. Nonetheless,
as a first exploration of people’s attitude towards robot punish-
ment, our results indicate that our framing was successful in
eliciting different responses towards robot punishment.

Moreover, participants’ desire to conform with social expec-
tations may have had an influence on participants’ behavior

Figure 7. The Godspeed questionnaire allows to compare different robot
designs regarding Anthropomorphism, Animacy, Likeability, Perceived
Intelligence, and Perceived Safety. Our Design was rated low on Anthro-
pomorphism and Animacy yet considered relatively responsive.

and reported attitude. We counteracted these possible influ-
ences by using a pre-formulated experiment script so that the
experimenter used the same responses for all participants. The
experimenter was also instructed to stay in the background
during the experiment.

We only informed participants after the experiment that the
robot could be easily repaired. Due to the used materials
(PCBs and screws), it is likely that the majority of participants
expected that the robot was not destroyed irrevocably. This
information is likely to have affected participants’ perception
of the punishment. In this paper, we argue that mutilation
holds a higher meaning for participants because the physical
change is permanent and limited. Hence, future work should
investigate if participants perceive the punishment differently
(1) with or without an information about the repairability of
the robot or (2) based on different robot designs that make
repairability more or less obvious.

In addition, the order of punishment may have influenced par-
ticipants’ willingness to punish the robot. That is, participants
may have become more accustomed to performing punishment
over the course of the experiment. Since breaking the robot’s
legs irreversibly changes the robot’s performance, we decided
not to counterbalance the punishment techniques in favor of
incremental punishment. We also see the chosen order as a
“logical” escalation pattern.

Participants’ demographic characteristics were largely homo-
geneous. Future work should therefore expand the sample.
In particular, the attitudes of older and less technology-savvy
users should be examined. Since the participants were reluc-
tant to destroy the robot due to its economic value, it may
also be interesting to compare the punishment behavior of
users with different social and economic backgrounds. As the



Figure 8. This Figure gives an overview of the codes derived from the interviews with the participants. The columns represent the individual codes,
which are further combined to form clusters. The punishment techniques are listed in the rows. The number of participants who mentioned a certain
code for a certain punishment in their interview are presented at the respective intersection by colored circles.

participants examined here are probably the first adopters of
such technologies, the results still offer a relevant first insight.

While the robot physically reacts to light and touches by trem-
bling, it does not give any feedback to being scolded. We
chose this design to adapt the robot’s reaction to the increasing
punishment, i.e. a stronger punishment results in a stronger
response. During the interviews, participants pointed out that
the robot’s wriggling reaction to being dazzled caused an
emotional response. Hence, future work should examine the
influence of the robot’s reaction on participants’ willingness
to punish the robot. For example, a strong trembling when
being scolded or no reaction after a broken leg could have a
mediating effect on people’s perception of punishment.

DISCUSSION
In this paper we focused on two research questions: (1) What
is the boundary to using punishment as a teaching technique
in HRI? (2) What are reasons for and against the usage? Liter-
ature shows that users are willing to scold, to electrify, and de-
stroy robots, but also points out that the effects of non-harming
techniques are questioned and therefore easily applied. We
proposed and implemented an experience prototype, which
addresses this gap. While the incremental punishment does
not “kill” the robot completely (vs. destroying), the breaking
a leg metaphor is more meaningful and understandable in its
consequences in contrast to electric shocks.

No Clear Boundary but Clear Discomfort
When humans punish animals or other humans, they are usu-
ally more reluctant to apply corporal punishment techniques.
While scolding is a common technique to educate children
or dogs, uncomfortable stimuli are disapproved for human-
human interaction and used only scarcely for animal education.
Mutilation is, of course, clearly objected. However, concern-
ing HRI, our findings show that humans seem to perceive
different boundaries for punishing robots.

During scolding, participants reported to feel awkward and
showed signs of uncertainty and irritation. Contrary to our ex-
pectations, dazzling provoked the weakest emotional response,
was attributed the highest learning success, and was actively

named as the preferred option during the interviews. Mutila-
tion triggered more discomfort, questions, as well as nervous
laughter, and was clearly disapproved by several participants.

Somewhere Between Alive and Lifeless
During the interviews, it became apparent that participants con-
ceptualized the robot somewhere between alive and lifeless.
This confirms previous findings regarding the Media Equation
but also the claim by Bartneck et al. [4] that robot abuse is an
exception to the Media Equation. Our results provide deeper
insights into participants’ reasoning to better understand the
limitations of the Media Equation. Participants seemed to have
difficulties to reconcile their rational knowledge (the robot is
a lifeless machine) and their emotional response towards pun-
ishing the robot. Consequently, participants often provided
an explanation “but it is only a machine” after sharing an
emotional response, such as feeling sorry for the robot. This
behavior could be attributed to the fact that having emotions
towards lifeless objects is unintuitive or strange for most hu-
mans [39]. The results of the Godspeed questionnaire also
indicate that although participants described the robot rather
machine-like and mechanical, it is attributed higher likeability.

Abstract Punishment Preferred
For a general implementation of punishment, the three tech-
niques do not differ from the robot’s point of view: The robot
receives an external signal, which has to be interpreted as
negative feedback. Yet, our findings indicate that the human
user interprets many differences in the three techniques, being
primed by human-human interaction.

Scolding
While scolding elicited many signs of awkwardness among
the participants based on our video analysis, the interviews
suggest that most of the participants had no ethical concerns.
Since verbal scolding requires high intelligence to be under-
stood correctly, we see uncertainty during scolding as a sign
for social non-compliance. People hesitated to conceptualize
the robot as human-like and therefore were reluctant to apply



human-like interaction. However, with increasingly sophis-
ticated voice assistants entering everyday user life, scolding
may become an accepted technique.

Dazzling
Dazzling seemed to be the most accepted punishment tech-
nique among participants. Participants pointed to the abstract-
ness of the interaction, making it less comparable to human
punishments. As the punishment was applied by pushing a but-
ton (a typical machine interaction), participants found it easier
to execute. Since this punishment technique does not result in
permanent damage, participants did not have any economic
concerns. However, some participants felt uncomfortable with
dazzling and mainly named the robot’s reaction, a wriggling,
as a reason. Again, the robot’s reaction triggers a more alive
impression, reinforcing participants’ emotional response.

Mutilation
Bartneck et al. [4] suspected that either the perceived value
of a robot or considering it “sort of alive” are responsible for
participants’ hesitation to destroy a robot. Our results show
that mutilation elicited both very strong emotional and eco-
nomic objections. Although participants described the robot
as machine-like, it was perceived by 14 out 20 participants
to be alive enough to provoke emotional responses such as
pity and empathy. These clear emotional responses are par-
ticularly surprising since Bartneck et al. [10] found out that
higher perceived intelligence and agreeableness increase hu-
mans’ reluctance. According to the Godspeed questionnaire,
our participants attributed the robot a lower intelligence and a
medium to slightly higher likability (subdimension of agree-
ableness). Hence, our findings indicate that even few cues are
sufficient to trigger emotional responses.

On the other hand, a majority of participants pointed out that
they hesitated to destroy the robot not because of its animacy,
but because they perceived it as a human-made artifact that
represents time, effort, and money invested. However, par-
ticipants’ reactions differed strongly here. Some participants
clearly expressed emotional and ethical concerns while others
stated that they did not have any problems with executing
punishment. Still, 14 out of 20 participants named at least
one emotional response concerning mutilating the robot dur-
ing the course of the interview. Again, we assume that some
participants had difficulties to reconcile their emotions and
considering the robot a lifeless entity.

HOW SHOULD HRI BE DESIGNED IN FUTURE?
Based on our findings, two major questions arose which chal-
lenge current design paradigms.

Could Pain-like Responses Prevent Robot Abuse?
While the literature found that service robots and personal
assistants are currently often abused, our study has shown that
users can connect to such machines quickly and in an empa-
thetic manner. Reactions imitating pain clearly impacted the
participants’ emotions. Hence, feedback after a punishment
is important to understand if the action actually influenced
the robot. This leads to the questions whether human-like

feedback can - carefully considered - prevent undesirable in-
teraction with robots. Would children bully a service robot the
same way if it cries or shows signs of fear?

Should Technology Be Designed and Treated Humanly?
This leads to the question whether we should consider punish-
ment as an interaction paradigm at all. Even though punish-
ment and pain are meaningful metaphors to users, they are not
desirable or morally correct as design strategies. This is clearly
reflected in participants’ responses, who urged for more posi-
tive and helpful interactions. However, it can be argued that if
technology is further anthropomorphized, both the good and
bad aspects of inter-human interaction will inevitably apply
to HRI. Thus, if users can thank a smart assistant for its good
advice, others will scold it for bad services. If users can reward
a vacuum cleaning robot for a good job, others will kick it if
they are annoyed. So is it really a good idea to treat future
technology humanly or should we look for design approaches
which clearly differentiate between humans and machines?
Do we need a paradigm shift away from “intuitive”, “natural”,
“human-like” interaction towards more than human-centered
design?

CONCLUSION AND FUTURE WORK
We presented the first implementation of a robot which allows
for gradual destructive punishment motivated by the common
phenomenon of abusive behavior towards robots.

While our findings show that most participants were willing to
punish the robot, participants rejected the use of abusive and
destructive punishment in general. Scolding, which requires
participants to interact with the robot in a human-like fashion,
caused discomfort, whereas mutilation was rejected for social,
economic, and emotional reasons. Instead, participants pre-
ferred more abstract yet comprehensible techniques, such as
the use of an unpleasant stimulus. Based on our results, we
raised the question whether the intentional design of emotional
responses, e.g. mimicry of pain, could prevent robot abuse.

Continuing this idea, intelligent systems as entities in future
societies could create the need for emotional compensation. If
intelligent systems are involved in fatal accidents, who is to
blame for? Could punishment as an act of revenge trigger an
emotional response that increases the perception of justice?
Would we consider such an act under certain conditions? Or do
we need a paradigm shift away from humanized technologies?

Future work needs to investigate the ethical implications of
these paradigms for future societies. The authors’ main desire
is to spark a debate about a responsible and cautious approach
to HRI design, taking into account the difference between
human beings and machines, which should be reflected in
more than human-centered design.
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