GazeRecall: Using Gaze Direction to Increase Recall of Details in Cinematic Virtual Reality
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ABSTRACT
In this work, we show how the use of flickering in Cinematic Virtual Reality (CVR) content can not only guide the user’s attention, but also significantly improve recall of details. The findings are particularly useful for practitioners who generate educational and corporate training content, as well as for directors of CVR videos who want to draw the user’s attention to certain details in movies or virtual tours. We report on a between-subjects user study, in which we experimented with flickering methods to increase user’s recall of certain details in CVR videos. Participants had to report details of objects on which the method was applied. In our experiments, the intensive flicker improved the recall of details significantly. We discuss how the studied methods can improve recall of details in different use cases.
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INTRODUCTION
360° videos are attracting widespread interest and have many possible applications. For example, they can be used to tell stories about exciting locations in the world, give virtual tours of museums or ancient places, and can be used for educational and corporate training purposes.

In Cinematic Virtual Reality (CVR) the viewer watches a 360° movie using a Head-Mounted Display (HMD). Thus, the viewer is inside the scene and can freely choose the direction of view. Accordingly, the viewer determines the visible section of the movie – the field of view (FoV). Therefore, it is not always possible to show the viewer what is important for the story. Several conventional filmmaking methods for guiding the viewer’s line - such as close ups or zooms - are not practical in CVR. For other methods, it needs a closer analysis of whether they are suitable to direct the attention of the viewer to important details in a CVR environment. In this paper, we focus on subtle guidance of user’s gaze and explore how it can impact recall of details.

When wearing a HMD, users often look around and could potentially miss important details [16]. Acknowledging this problem, researchers have developed ways to guide the user’s attention to ensure they gaze at desired targets [6,11,12]. Subtle methods for gaze direction were investigated for static images on flat displays [1,7]. Such methods can improve the success in search task [7] and reduce the error rate in remembering to regions and their locations [1]. However, little attention was given to studying how well users can recall the details to which they were directed in CVR. Without an understanding of how well users recall the details, it is not clear if gaze direction results in attending to the details, or simply looking towards them, which are two distinct things that cannot be distinguished through eye tracking alone [20].

We report on a user study (N=42), in which we studied the effect of a method for gaze direction on the recall of details that are directed to. We experimented with several flickering intensities and found that higher flicker intensity can increase the recall rate for details in the guided area. Since the ideal method should not negatively influence the VR experience, we investigated its impact on presence and enjoyment. Based on the results, we discuss the tradeoff between ensuring high enjoyment and increasing recall of details.

The contribution of this work is two-fold: 1) we report on a user study in which we evaluated if subtle gaze direction can be adapted to guide users using flickering in CVR videos. 2) we investigate the effect of a state-of-the-art gaze direction method on the recall of details in CVR videos.

Figure 1: For investigating how the guiding methods influence the gaze of the viewer we recorded head and eye movements and generated heatmaps.
**RELATED WORK**

Various methods for guiding the users' gaze in images or movies are explored for non-VR environments. Some of these methods modify image properties as colour, intensity and acuity [5,10,14,17] Smith et al. [14] investigated nonblurred regions for guiding the viewer's attention. They showed that the viewer tends to regard regions with little or no spatial blur, if the rest of the image is more blurred. This approach is very similar to a method used in traditional filmmaking. Hata et al. [5] extended this method for visual guidance with unnoticed blur effects for images. A threshold was found at which the viewer noticed the blur and could be guided below it. We performed a test of this method with a CVR movie. However, at the present time the resolution of the HMD-displays is not high enough to produce a higher interest in the non-modulated region.

Mendez et al. [10] described a Salience Modulation Technique (SMT) for directing a viewer's attention to a target object. For analyzing the original images, saliency maps are used and the material was modulated dependent on the results of the analysis. So, it was possible to apply minimal changes. This method is working on videos in real time. However, it can only be used, if the target is in the viewer's field of view. Additionally, the method is less strong in environments with moving and blinking objects. Veas et. al [17] investigated SMT regarding modulation awareness, attention and memory. They showed that SMT can shift the attention to selected targets without the viewer noticing the modulation. Additionally, SMT can increase the recall rate.

In the case, the user is not aware of a method, the method is called subtle. In contrast to this, overt techniques will be noticed by the user [15]. Bailey et al. [2] described a method for subtle gaze direction (SGD). They combined subtle image modulation with eye-tracking to direct the viewer's gaze. The method exploits that the peripheral vision has less acuity than the foveal vision (vision in the center of the field of vision). Two methods were investigated: luminance modulation and warm-cool modulation (switching between warm and cool colors), both with a rate of 10Hz in a circle region of approximately 1cm diameter. The modulated region was placed in the peripheral area of the FoV. The modulation stopped when the viewer changes the view in the direction of the modulated region. It was shown that this method is working for digital images.

Ben-Joseph and Greenstein investigated SGD without using eye tracking [3]. They took advantage of the fact, that eyes tend to lead the head [13] and used the head direction for deactivating the flicker if the point of interest (PoI) is near the viewing direction.

In the experiments of Namara et al. [8] modulations of luminance were more effective than warm-cool modulations. They showed that SGD improves the performance for search tasks in images without the participants noticing the modulation. The same method was investigated for guiding in narrative art, with static images [9].

This method was expanded to virtual environments [4]. A luminance modulation was used and the circle shape was dynamically adapted to ellipses for the wide FoV in VR. Additionally, the stimulus was dynamically positioned, so the method can be used also for targets, which are not in the FoV in the beginning of the stimulation. The experiments showed that research tasks results can be improved for hidden objects. In our study, we want to investigate if it is possible to guide the viewer in a CVR video, without any task. Additionally, the environment in CVR is more dynamic.

Waldin et al. [18] took advantage of the fact that the peripheral vision is more sensitive for high-frequent flickering than the foveal vision. So, certain flickers can only be detected in the peripheral region. If the viewer is changing the view in the direction of the flicker, the flicker fuses to a stable image. In this way, no eye-tracking is necessary for stopping the modulation (as it is in SGD). The experiments used flickers of 60Hz and 72Hz, so a display of 120Hz and 142Hz was needed. In a first experiment images with cycles were used, in a second experiment a high complex image. The method worked effectively in both cases. It seems to be necessary to execute a personal calibration routine to find the size and luminance of the flicker modulation.

Compared to previous work, the novelty of our work is that we investigate if SGD can be adapted for CVR, and how it affects the recall of details. To this end, two extensions to previous work are necessary 1): adjusting SGD for 360° videos, and 2) adapting SGD for targets that might not necessarily be in the user's FoV.

**USERSTUDY: SGD WITH EYE TRACKING**

We extended the work of Bailey et al. [2] and Grogorick et al. [4] to investigate subtle gaze direction in cinematic virtual reality. The point of interest was added with a 10Hz flicker, which disappears if the viewer is looking at it. For CVR this method consists of two parts: on the one hand the component for guiding the viewers to the right field of view, on the other hand, the component for guiding them to the exact PoI inside the field of view. In case the PoI is not in the field of view, a flicker appeared at the right or the left edge of the display depending on the position of the PoI relative to the user’s field of view. A tolerance range was added to prevent the flicker from jumping between sides when the PoI is behind the viewer.

**Apparatus**

We used an HTC Vive with an integrated Pupil Labs eye tracker. The participants watched a video (resolution 4096x2048, 25fps), which consists of three scenes. The first one shows a Celtic village where a man talks about the Celtic life. In the second scene the man is sitting in a Celtic house and explains some details about the daily life. Afterwards,
the room is filled with Celtic people who are performing different crafts (Figure 2). The first two scenes were used for accustoming the user to the system. In the third scene three objects were chosen as target for the guiding: a woman with an apron at a loom, a man with beard and a spear behind another man. For adding the flickers and recording head and eye tracking data Unity 3D was used.

Parameters
The frequency (10Hz) and the size (0.76°) of the circular flicker was adapted from the original method of Bailey [2]. In an informal pilot-study we tested several color intensities to find out which values are effective and subtle at the same time. The color intensity is a value in the interval [0,1], which determines the intensity of the modulations. For the pilot study we used the same procedure as Bailey et al. in their original paper [2]. Five participants watched a short video and were instructed to look at a yellow circle in the middle of the FoV. For a flicker in their periphery the intensity was increased by 0.1 steps until the participant noticed it. For every participant the same eight places for the flicker were chosen, with different backgrounds from dark to light.

Participants and Procedure
Our study was designed as a between-subjects experiment. We divided 42 participants randomly into two groups: Group A (5 female, 16 male, average age 24.9), Group B (9 female/12 male, average age 25.4). All participants watched the same video, but each group experienced a different flicker intensity. Group A experienced a lower flicker intensity. Group B watched the same video with a more obvious flicker that had a higher intensity. Our movie consisted of three scenes. The first two scenes were used for acclimatization and 15s after the third scene started, the first flicker appears. The flicker guided the viewer to the point of interest for 20 seconds. After that, the next point of interest was aim of the guiding process. The order of the targets was counterbalanced using a Latin square.

The participants watched the videos in a standing posture turning their head and body. No task was assigned, the participants should look around and follow the objects they are interested in. After watching the video, a part of the questionnaire was filled out.

Results
Enjoyment
To find out how the flicker intensity influence the enjoyment, we performed a t-test. The score for the question “How much did you enjoy the experience?” for Group A (mean=5.19, SD=1.36) was significantly higher than for group B (mean=4.43, SD=1.4), p=0.04 (Figure 3). This suggests that the higher the flickering, the less the users enjoy the videos.

Presence
For comparing the presence across the two groups, we performed t-test for each item, which showed no significant
differences (p > 0.1) (Figure 4). This means we did not find any evidence that the flickering influences presence in CVR.

Recall Rate
The recall rate was better for group B (Figure 5). More people could reproduce the form of the beard and the color of the apron when the flicker with the higher intensity was used. The spear was not perceived, possibly because of its position (higher than the other two) or the bright area nearby (the open door), which makes it harder to notice it. For all recall questions the participants had 5 possibilities for answering. So, a rate of 20% is also probably by guessing. The exact fisher test showed a significant difference between the recall rates of group A and B: \( \chi^2 = 6.61 \) and \( p = 0.01 \).

Heatmaps
Analyzing the heatmaps for head and eye tracking data, we found that the movements while watching the video were more in-line with the flickering when it had a higher intensity (Group B) than it was subtle (Group A).

As already mentioned earlier, participants seldom focused on the spear, which can also be seen in the heat maps (Figure 7). This explains why the recall rate of the spear's details has not been improved.

DISCUSSION AND FUTURE WORK
In our experiments the subtle flicker was not stronger than movements or interesting things in the movie. Although subtle gaze guiding is suitable for guiding in still images [2], in moving pictures they compete with cues in the movie which attract the attention of the viewer. However, the flicker with the higher intensity, which was not subtle, could guide the user in the most cases. While the higher flicker intensity reduces enjoyment, it increases the recall of details.

The effectiveness of flickering to guide gaze depends on the video material and hardware. The brightness of the area of interests, where the viewer should be guided, has a big influence on the effectiveness of the flicker. Even though we used the same video material in the pilot and main study, and the parameter were determined for this material, the same parameters were applied for all backgrounds. For future work, we plan to investigate how flickering can be adapted to the background to improve its effectiveness.

Methods such as SGD with high frequent flickers [18] require a display frequency higher than 90Hz and a wider field of view. The resolution and frequency of today’s displays restricts the potential of subtle flicker methods. However, advances in hardware promise higher frequency displays in the future, which would result in better control of the subtlety of flickering for gaze direction and recall improvement.

CONCLUSION
We experimented with flickering in CVR. A user study was conducted where guiding gaze with a subtle flicker was compared with a more obvious flicker. We did not find significant impacts on presence. Subtle flickers seem to be less effective in CVR than in still pictures, since movements draw the attention of the viewer. While more obvious flickering decreases enjoyment, it increases the recall rate. So, methods with high intensity flickering could be used for serious use cases, where remembering details is more important than enjoying the video.
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