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ABSTRACT
Psychological targeting tries to influence and manipulate users’
behaviour. We investigated whether users can protect them-
selves from being profiled by a chatbot, which automatically
assesses users’ personality. Participants interacted twice with
the chatbot: (1) They chatted for 45 minutes in customer ser-
vice scenarios and received their actual profile (baseline). (2)
They then were asked to repeat the interaction and to dis-
guise their personality by strategically tricking the chatbot
into calculating a falsified profile. In interviews, participants
mentioned 41 different strategies but could only apply a subset
of them in the interaction. They were able to manipulate all
Big Five personality dimensions by nearly 10%. Participants
regarded personality as very sensitive data. As they found
tricking the AI too exhaustive for everyday use, we reflect on
opportunities for privacy-protective designs in the context of
personality-aware systems.
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INTRODUCTION

‘Personality has power to uplift, power to depress,
power to curse, and power to bless.’

Paul Harris, Advocate & Founder of the Rotary Club.

Personality is something very personal and public at the same
time. We continuously express it in our language, actions and
emotions [51] and yet we react very sensitively if others reject
us due to our personality [25]. When artificial intelligence is
utilised to measure people’s personality in numbers, we open
up a delicate space for classifying, discriminating and manip-
ulating people [49] – but also for boosting self-development
and interpersonal understanding. In developing such systems,
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we have to consider future use scenarios and their social and
political impacts. These systems will be utilised for a variety
of purposes, some of which will be beneficial for the user –
others detrimental, or beneficial only for other parties. In the
United States, AI systems which automatically assess the inter-
viewee’s personality are used in job interviewing [82]. These
tools are often entirely opaque and can exclude candidates due
to, for example, an increased risk of mental health problems,
which is associated with high values in neuroticism [58]. Such
systems have also been shown to discriminate people depend-
ing on their gender [31]. While the systems’ calculations may
already be accurate in many cases, some individuals might be
judged wrongly and disadvantaged for no reason.

Like other personal data, personality profiles may be captured
without the users’ awareness, out of their control, and for
unknown and dubious purposes. For example, in 2018 Cam-
bridge Analytica was accused to have manipulated peoples’
votes in the U.S. 2016 election campaign by means of their
Facebook profiles and trait-related personalisation of online
adverts [4, 68]. Users perceive their personality traits as sensi-
tive, personal data [35] and feel uncomfortable with sharing
their automatically assessed personality profiles [78]. On the
other hand, they feel pressured to share their profiles to avoid
social sanctions [78]. People want control over their person-
ality profiles [30] but they feel incapable of modifying or
changing them [78]. In our opinion, these circumstances raise
ethical and privacy concerns and call for measures to empower
and protect users while it is still possible. Such systems need
to inform users about automatic personality assessments and
grant them control over it without having to expect sanctions.
Yet, if this control is not granted, we need to empower users to
protect themselves and disguise their personality profile from
such systems. In this paper, we investigate strategies which
are entirely in the hands of the user and do not depend on a
specific, ethically correct system design.

We examined whether people are able to trick personality as-
sessment chatbots, i.e., manipulate the system into calculating
a profile different from what a non-manipulated assessment
would deliver. Our user study included two interaction phases
with a customer service chatbot that assesses the users’ person-
ality in the background of an inconspicuous dialog. In the first
interaction, we asked participants to interact naturally with the
chatbot in order to capture their actual personality (baseline
profile). In the second interaction, participants were framed
with a data privacy and protection story and were asked to try



to disguise their personality from the chatbot (falsified profile).
In three interviews and questionnaires surrounding the interac-
tions, we asked participants about which aspects of the chat
they believed were factored in the personality assessment, and
how they could disguise their actual personality. We collected
41 personality disguise strategies and assessed their efficacy.
We also present insights into users’ attitude towards automatic
personality assessment, preferences in sharing their profile,
and future behaviour in case such systems become pervasive.

BACKGROUND & RELATED WORK

Personality Measurement
Personality is defined as consistent and characteristic patterns
of behaviour, emotion and cognition [51]. The most prominent
paradigm for describing personality is the Five-Factor Model,
also known as Big Five or OCEAN [11, 50]. It comprises five
traits, which predict an individual’s tendencies of characteristic
behaviour [13, 14, 16, 29, 36, 38, 48, 51–53]:
- Openness to new experiences relates to intellectual curiosity,

creativity, and being perceptive to art and novel stimuli.
- Conscientiousness relates to neatness, perseverance, relia-

bility, and responsibility.
- Extraversion relates to sociability, activity, and assertive-

ness in social interactions.
- Agreeableness relates to friendliness, helpfulness, and co-

operativeness in dealing with others.
- Neuroticism relates to emotional stability, anxiety, and the

frequency of experiencing negative affect.

Automatic Assessment of Personality
Personality traits are latent constructs and, thus, cannot be mea-
sured directly. Traditionally, standardised self-report question-
naires have been used to quantify personality. With the avail-
ability of extensive online data about behaviour, researchers
found new ways to automatically infer users’ personality traits
from digital footprints [74, 79]. Since linguistic cues reflect
personality [61, 65], early approaches tried to predict it from
publicly available texts, e.g., blog entries [27, 76]. These anal-
yses primarily employed statistics of individual word use (e.g.,
number of personal pronouns, word count [47, 76]) as well as
phrases (e.g., [56]), using the computerised Linguistic Inquiry
and Word Count (LIWC) text analysis [61]. Such linguistic
analyses are, for example, used to assess the users’ personality
within a conversation with a chatbot.

Personality also manifests itself in social media use [42,62,71].
For example, extraverted individuals show a tendency to be
more active on social media than introverted ones [3, 43].
Therefore, researchers have related users’ self-reported per-
sonality to their social media profiles and computed predic-
tive models [1]. These studies used diverse features, such as
likes [42, 81] or user activity [26, 44] and social media plat-
forms, such as Facebook [42, 71], Twitter [46, 73] and Insta-
gram [73]. Azucar et al.’s [1] meta-review is a good source for
details on the predictive power of social media footprints.

Researchers also investigated the link between smartphone
use behaviour and personality [8, 32, 74]. For example, Stachl
et al. [74] developed a smartphone app that logs interaction

behaviour (e.g., app usage, mobility) in the background. They
found distinct behavioural patterns such as relationships be-
tween communication behaviour and extraversion as well as
between music consumption and openness. Yet, these sys-
tems are still limited in their accuracy and often not reliable
for all dimensions [70, 74, 77]. Further approaches use image
data [7] or music preferences [24, 55]. All these systems have
in common that they can run hidden in the background, pre-
dominantly on already available data records, and may thereby
assess the users’ personality unnoticed by the user.

Personality-aware Personalisation
Personality can predict several important life outcomes on indi-
vidual, interpersonal and social levels [59]. Examples include
physical health [6], information seeking behaviour [33], trust
in technology [21], subjective well-being [15], relationships
with peers [37] and family [2], along with romantic relation-
ships [17], academic success [41], job performance [40], and
political attitudes [39]. All of these links might suggest future
application areas for personality assessment systems.

The links between personality and interests [57, 66], prefer-
ences for music and entertainment [5, 24, 66], and consump-
tion behaviour [67, 72] have been used to personalise recom-
mender systems [22, 23, 35, 67, 69]. Similarly, online advertis-
ers and social media sites tailor content and presentation to
the user [26, 28, 42, 49].

Matz et al. [49] investigated the influence of personality-based
persuasion. They exposed 3.5 million users to advertisements
which were adjusted to their personality and found that ad-
vertisements tailored to users’ extraversion and openness lev-
els led to up to 40% more clicks and 50% more purchases
than mismatched or unpersonalised advertisements. They con-
cluded that personality-based targeting has the potential for
digital mass persuasion, which can be used to successfully
nudge people to adopt ‘better’ behaviour, e.g., to increase the
efficacy of health policies [34]. However, their studies also
reveal the jeopardy of powerful manipulation [49].

Acceptance of Automatic Personality Assessment
While research has looked at users’ attitude towards online
profiling based on explicit user data, e.g. demographics, inter-
ests [63, 64], only little is known about their attitude towards
implicit user characteristics such as personality [78]. Gou et
al. [30] investigated N=256 participants’ attitude and sharing
preferences for computationally derived personality profiles.
They found that more than 60% of users were willing to share
their profiles in the workplace. However, they also emphasised
two concerns: (1) Users are afraid that others might misinter-
pret their profiles, (2) want to control and modify their data.

Warshaw et al. [78] provided participants with personality
profiles generated from their social media texts. The findings
revealed a paradox: Participants considered their automatically
assessed profiles accurate and were uncomfortable with shar-
ing them. On the other hand, they felt pressured to share their
personality profiles to avoid social sanctions. When given the
possibility to change their profile before sharing, participants
felt incapable of modifying their profiles due to over-trust in
the system’s algorithm. Furthermore, participants expressed



concerns that companies could profile them without their con-
sent or awareness [78].

Eiband et al. [19] investigated usage problems when interact-
ing with intelligent everyday applications and reported that
when a system did not perform to the users’ satisfaction, they
developed coping strategies to ‘trick’ it. Regarding personality
assessment, however, it remains unclear whether users under-
stand how their personality can be assessed automatically and
if they are able to trick such systems.

CHATBOT
The commercial personality assessment chatbot Juji1 is pro-
vided as an online tool for job interview and customer service
purposes, but can be adapted to various use cases. The chatbot
employs an evidence-based personality engine, building on
tweets from 15 million Twitter users [82]. Based on demo-
graphic information of these users, such as profession, and
stereotypically associated personality traits, it was trained to
predict personality from the linguistic content of their tweets,
resulting in reliable predictions for an input of approximately
1,000 words. These linguistic cues include, for example, word
count, text length, and keywords.

We decided to use the Juji chatbot because it (1) is already
in use and has reached a certain maturity, (2) has a good
prediction rate in comparison to other approaches [82], (3)
is available (for free) for academic research purposes and (4)
provided us with the users’ input and the system’s output – as
required to assess the user’s strategies and their efficacy. The
chatbot consists of the actual chat website and a backend for
customisation including a selection of chatbot personalities,
some of which have been evaluated in previous studies. We
chose the chatbot personality Kai (male version of Kaya) for
its well-balanced, open and friendly, but also professional
conversation style [82]. In the section Conversation Design
we describe how we designed our chatbot conversation.

RESEARCH APPROACH

Study Design
Our main question was whether people are able to trick person-
ality assessment chatbots, i.e., disguise their actual personality
from them. We approached this question by a within-subjects,
repeated-measures lab study containing two equal interaction
phases with a personality assessment chatbot. Participants
were asked to (1) interact with this chatbot and thereby indi-
rectly create their actual profile as a baseline and (2) try to
disguise their personality by strategically tricking the chat-
bot into calculating a falsified profile. We also investigated
participants’ mental model of the chatbot and strategies to de-
ceive it in three interviews and three questionnaires. Figure 1
illustrates the overall procedure of our lab study.

Customer Service Use Case
For the two interactions, we needed a realistic, goal-directed
interaction use case that we could frame in two distinctive
ways. We chose a customer service scenario mainly because
of three reasons: (1) The main use case of the chatbot we
1https://juji.io

utilised are customer service and job interviews. (2) Chatbots
are already widely in use for customer services and, hence,
likely to have been encountered by our participants in this
scenario before. (3) People approach customer services with
specific goals (getting help with something). Choosing com-
mon products allowed us to create interaction scenarios most
people can relate to. In addition, the goal of the interaction
(getting help with the products) remains the same in both chat-
bot interactions. In contrast, an interview for a job position
would never fit every participant. One chatbot interaction con-
tained three customer service scenarios: Solving smartphone
issues, booking holidays and buying a backpack. We prepared
short key fact sheets to be filled by the participants prior to
the first interaction in order to ensure the goal of the inter-
action (solving the problem or receiving a specific product)
remained unchanged. Changing the goal would open up more
strategies to trick the system but would render the interaction
meaningless in reality.

Collection & Visualisation of Personality Profiles
For the first interaction, we instructed participants to interact
naturally and honestly with the chatbot to collect an unbiased
baseline profile. The second interaction was framed by a story
in which participants had to imagine interacting with a chatbot
that tries to assess their personality for unknown purposes and
out of their control. We explicitly asked them to try to prevent
the chatbot from capturing their actual personality and induce
a falsified profile. To increase their motivation, we offered
an incentive of AC 50 for the participant achieving the largest
mismatch between the two profiles.

The chatbot’s web interface delivers a spreadsheet with values
ranging between 0% and 100% for the Big Five personal-
ity traits and six sub-facets each. Since these tables are not
interpretable by participants, we translated them into PDF doc-
uments which are understandable to non-experts. We let the
chatbot calculate participants’ profiles after each profile and
used a Python script to visualise the resulting Big Five traits in-
cluding six sub-facets each in bar charts. Textual descriptions
informed participants about their meaning. Since these profiles
constitute private information, the experimenter could only see
them when this was offered by the participant. We decided to
additionally measure participants’ personality by means of the
German version of the Big Five personality inventory (BFI-2)
questionnaire [12], which is well established in psychology.
This profile was provided to participants after the study and
served as a metric for the accuracy of the chatbot’s profiles.

Interviews & Questionnaires
As personality assessment systems are still novel, we assumed
that most people had not gained any experience with them
yet, and, hence, not formed a considerate mental model of
and opinion about these systems. We therefore decided to ask
participants repetitively about the same topics as they gained
more experience and scheduled three interviews and ques-
tionnaires around the two interactions. We chose interviews
to gather deep, qualitative insights into (1) the participants’
assumptions of what factors the chatbot may use to calculate
their profile (mental model) and which strategies could be
effective to trick the system, (2) their attitudes towards such



Figure 1. Our study consisted of three phases: (A) We opened the study with questionnaires and a first interview. (B) In the first chatbot interaction, our
participants chatted naturally with the chatbot and reviewed their personality profile. We collected insights by means of questionnaires and an interview.
(C) The second interaction was equal to the first one, but participants had to strategically manipulate the chatbot to disguise their personality.

systems and (3) their preferences to share their profile. To
support these insights with directly comparable Likert scale
values, we directed some questions again in questionnaires.
In particular, we asked for participants’ perceived accuracy
of the calculated profiles and their preferences of sharing dif-
ferent profiles with different parties (as inspired by Gou et
al. [30]). Additionally, we used a demographic and the BFI-2
questionnaire to collect information about the participants.

Conversation Design
After consultation with an employee of the chatbot manufac-
turer, we created a set of questions and answers for our use
cases. We designed the interaction to take approximately 45-
60 min, since a minimum of 1,000 words was recommended
for a solid personality assessment by the Juji chatbot [82].
Several trial runs and a pilot study showed that 1,000 words
roughly correspond to 45 min and that the second interac-
tion process tended to be shorter than the first. We split the
45 min into three separate scenarios (smartphone issues, holi-
days booking and backpack shopping) because we considered
customer service interactions of more than 15 min unrealistic.
The conversation procedure and questions were designed to
lead the user smoothly through an imaginary problem solv-
ing or shopping scenario. While some of the questions were
focused on the product, others were more personal but still
in context (e.g., what would be ideal holidays for you?). We
assumed that these more engaging questions would motivate
participants to reply with longer texts, which in turn would
lead to a more accurate profile.

Study Procedure
As outlined in Figure 1, the study procedure consisted of
three major phases with few sub-phases. All three phases were
conducted within one study session, which lasted 2 to 3.5 h
in total including short breaks between the phases. In order to
ensure consistency and prevent any biasing of the participants,
we prepared detailed study scripts for all instructions.

Study Opening
The experimenter asked participants to carefully read through
the consent form and sign it if they agreed. She then introduced
the participants to the study topic, goals and procedure. She
explained that they would receive two personality profiles,
which may more or less reflect their actual personality and
emphasised that they were considered private information and
that showing them to the experimenter was voluntary. The
participants then filled out the first questionnaires and were
interviewed about their initial mental model and attitude.

Chatbot Interaction 1: Actual Personality
The experimenter introduced the participants to the chatbot
and the first customer service scenario. To help the participants

in creating a personal case within this scenario and remaining
consistent in both interactions, they had to write down the
key facts in a short questionnaire (only for personal use). We
requested them to adhere to their case and answer honestly to
all personal questions. This procedure was repeated for the
next two customer service scenarios. At the end of the first
chatbot interaction, the participants received and read through
their actual personality profile computed by the chatbot. They
were requested to fill out a short questionnaire and were inter-
viewed about their new mental model and potential strategies
to disguise their personality from the chatbot.

Chatbot Interaction 2: Disguised Personality
The experimenter started the second interaction with a data
privacy and protection story: The chatbot collects personality
profiles for unknown purposes and participants’ goal is to have
the next (falsified) profile differ as much as possible from their
actual profile to protect themselves.

The experimenter informed them about the financial incentive
and provided the key fact sheets from the first chatbot interac-
tion for reference. Then, the chatbot interaction, revision of
the falsified profile and questionnaires proceeded as described
in Interaction 1. The study was closed with another interview
about participants’ mental model, strategies and attitude to-
wards personality assessment systems.

Interview Analysis
We transcribed all interviews and conducted a data-driven
inductive thematic analysis with two coders. We randomly
selected and independently coded six participants’ interviews.
We discussed each code until agreement was found and thereby
merged our two coding tables into one codebook. With the
codebook at hand, this procedure was repeated for another six
participants. We calculated the inter-coder agreement using Co-
hen’s κ [9]. Since participants’ statements could be assigned
to multiple categories, we calculated κ for each of the 195 cat-
egories using 2x2 contingency tables (code present: yes/no),
similarly to [18]. We reached perfect agreement for 76.9%
of the codes2. The remaining nine participants were split be-
tween the coders and analysed independently. We discussed
all uncertainties and optimised the final codebook together.

Participants
Participants were recruited via university mailing lists. 21
participants completed the experiment (11 females; mean age
23.6 years, range 20-28 years). Participants’ educational level
was high (52% a-level degree, 43% university degree, 5%
professional training). Participants were compensated with a
2For 1.0% of codes, κ was 0.67 (substantial agreement), for 6.7% of
codes, κ was 0.57 (moderate agreement), and for 15% between 0.00
and 0.25 (slight agreement).



Figure 2. Each spider web shows the BFI-2 profile (grey) as well as the
chatbot-generated actual (blue) and falsified profiles (red) of one partic-
ipant; the participant IDs associate the profiles to the quotes provided
in the text. The large spider web shows the mean values over all partici-
pants. The spider web corners represent the Big Five personality traits.

study course credit, AC 30 in cash, or a voucher. They could
also keep their personality profiles, if they wanted.

Each study session was designed to last approximately 2.5 to
3 h, which we tested in a pilot study. However, we noticed
large variations among participants so that each session took
between 2 and 3.5 h. We scheduled 3 h time slots with partici-
pants (with 30min buffer between two participants). In case a
participant did not finish within this time frame and could not
stay longer than 3 h (one participant) or if it was foreseeable
that they will not finish within 3.5 h (two participants), we
aborted the study and excluded those participants from the
analysis. In the first interaction, participants chatted between
31 and 92 minutes with the chatbot (M=57.38, SD=16.71) and
used between 235 and 1,244 words (M=717.24, SD=244.72).
In the second interaction, participants used between 146 and
1,725 words (M=576.86, SD=400.02). Since some participants
did not close the chat window before the final interviews, we
cannot report the duration of the second chat interactions.

RESULTS

Personality Profiles
Figure 2 shows participants’ scores on all Big Five traits for
the actual and the falsified profiles generated by the chatbot
as well as the BFI-2 profile. For the comparison of the BFI-2
with the chatbot profiles, we adapted the scale of the chat-
bot profiles (percentages) to the BFI-2 (five-item scale). The
chatbot consistently calculated high values for extraversion,
agreeableness, and neuroticism but low values for openness
and conscientiousness for all participants. The BFI-2 profiles
show a larger variation for all traits. This resulted in discrep-
ancies between the BFI-2 profile and the chatbot-generated
actual profile, which were on average M=1.37 (SD = 0.60) for

Figure 3. Participants’ perceived accuracy of their chatbot generated,
actual profile for all Big Five personality traits.

Figure 4. The boxplots show the absolute difference between the actual
and the falsified chatbot generated profiles in percent.

openness, M=0.91 (SD=0.60) for conscientiousness, M=1.17
(SD=0.77) for extraversion, M=0.87 (SD=0.59) for agreeable-
ness, and M=1.77 (SD=0.88) for neuroticism. We calculated
the Spearman’s rank correlation coefficient for the relationship
between the BFI-2 and actual chatbot-generated profile for all
five dimensions but did not find any significant correlations.

Figure 3 shows the participants’ perceived accuracy of the
actual profile. The majority of the participants were undecided
or perceived it as rather inaccurate, particularly for conscien-
tiousness. In contrast, only agreeableness was perceived as
rather or completely accurate by most participants.

On average, participants reached a difference between the two
chatbot profiles of 7% to 10% for each trait (cf. Table 1). Fig-
ure 4 outlines the absolute difference for each dimension for
the actual and falsified chatbot-generated personality profiles.
Participants were asked to manipulate the falsified profile with-
out a prescribed direction (increase or decrease). Divergences
in the two directions are, hence, equally valid but might even
out if not calculated as absolute mean difference. Our results
did not match a meaningful statistical test due to the lack of a
control group (same procedure but without the manipulation
of the chatbot).

Personality Cues & Tricking Strategies
We asked participants what they believed a chatbot uses to
assess the users’ personality (cues). We also asked them how
they could trick such a system into capturing a personality
different from their actual personality (strategies). In sum, our
participants suggested 214 cues and strategies. Participants
made on average ten suggestions (min=5, max=20) and applied
five (min=1, max=13) of them to trick the chatbot.

We aggregated highly related cues and strategies, which are
based on manipulating this cue. We obtained a set of 37 distin-
guished cue categories and four additional, cue-independent
high-level strategies. In the remainder of the paper, we refer
to the cues and strategies together as factors.



In Figure 5, we list and explain all 41 factors and underpin
them with exemplary statements from our participants. The
table also shows how many participants mentioned the factors
and how many applied them in the second interaction phase.
Except for the high-level strategies, applying a factor means
that a participant tries to vary its use, e.g. by using other
keywords, showing more affection or writing shorter texts.

Participants assumed that the chatbot would factor in specific
keywords, which the user mingles in the text (n=15), the text
length (n=16), topics, interests and preferences about which
the user talks (n=10) as well as the elaborateness and detailed-
ness of these texts (n=11), what users report as being their
(usual) behaviour (n=11), the amount of provided information
and the conversation dynamics doing so (n=10), and the users’
time needed to write a response (n=12). In contrast, the most
applied strategies are varying the text length (n=12), punctu-
ation style, elaborateness and detailedness of the text, and
writing opposites to what would be replied usually (n=6 each).

We consulted the development team of the Juji chatbot in order
to highlight the factors that could be effective. According to the
chatbot’s current implementation, all variations in the language
may be effective to induce a falsified profile, as are all high-
level strategies, given that they may impact these language
features. An analysis of interaction and conversation behaviour
is currently not incorporated in the chatbot’s implementation
and, hence, these strategies would not be effective.

Tricking in Everyday Life
Towards the end of the last interview, we asked participants
whether they could imagine to apply such strategies or change
their online behaviour in everyday life if personality assess-
ment systems are employed. Our participants said they would
apply such strategies in job interview situations and at work
(n=11), in customer service situations (n=3), and on social
media (n=2). Five participants did not see the need to trick
such a system.

Participants mentioned they would change their online be-
haviour in order to provide less data (n=6), particularly when
the user of the data is unknown. They would also stop or re-
duce using a system (n=5), move to alternative systems (n=3),
use the systems offline (assessment is assumed to happen on-
line) and avoid unnecessary contact (n=1 each). Participants
would trick the system if the purpose of the assessment is
unknown or expected to be negative (n=6) and to protect their
data and profile (n=5). Some participants came up with the
idea of improving the profile (n=3) but also concerns about
anonymity and being discovered as a liar (n=3) were men-
tioned. For example, P47 said s/he would ‘trick the system to
leave a better impression in a job interview [with a chatbot]’,
however, s/he was worried about then meeting the interviewer
in person and the tricking to be discovered.

As reasons why they would not try to deceive the system, par-
ticipants put forward that it was too exhausting (n=10), they
would forget about it (n=4), and that they ‘saw no reason [as
they] had no problem with [themselves]’ (n=2). Four partic-
ipants mentioned that it would prevent them from receiving
the benefits of using the system: For example, P23 mentioned

Trait Actual Profile Falsified Profile Absolute Diff.
Mean SD Mean SD Mean SD

O 40.51 9.86 43.00 8.80 7.57 5.27
C 40.23 6.86 33.52 5.19 8.53 6.54
E 88.13 6.81 88.87 7.03 8.25 5.59
A 86.41 10.39 84.44 11.06 9.53 7.31
N 91.65 9.47 92.67 6.63 7.98 7.43

Table 1. The table shows the mean values for all traits in percentages for
the actual and the falsified chatbot generated profiles. The absolute mean
difference between the two profiles is depicted, which indicates how well
the participants could manipulate the chatbot’s assessment.

that ‘particularly with Alexa it would not be practical for me.
Because I need something from her. So rather not.’ Another
two participants said they do not want to be perceived in a dis-
torted way. P13 explained, for example, that ‘on social media
no because I rarely post something anyway and if so I do not
want it to be vitiated.’ Some participants had already given
up on their data and privacy because it was already collected
(n=3), they had nothing to hide (n=2) or because it would be-
come obsolete after some time anyway (n=1). P56 mentioned,
for example, that ‘most online companies have so much data
about me already that it does not make a difference anymore’
and P49 stated that ‘the chance [of protecting the data] is long
gone and one simply has to accept that. I don’t think that’s
good but it’s a lot more exhausting to disguise oneself. I don’t
like to do that and I have nothing to hide. I don’t care.’

Sharing of Profiles
Figure 6 illustrates the participants’ willingness to share the
chatbot-generated personality profile and a freely adapted
version, for which participants could make any changes they
would like to the profile. It shows that our participants would
share their actual and a freely adapted profile with family and
friends but rather not with acquaintances, the public and at
work. In contrast to the actual profile, participants’ willingness
to share a freely adapted profile slightly decreased for friends
and family but slightly increased for acquaintances.

Participants’ answers when and why they would share a per-
sonality profile seemed to depend on its accuracy. They would
share the chatbot’s actual profile and one that is ‘corrected’
to their self-image, most prominently when they recall the
experiment and discuss it with others (n=7 each). For example,
P47 would ask her friends: ‘That’s how I was evaluated, how
would you assess my character?’ However, they also men-
tioned they would stress the limitations of the assessment in
such a conversation (n=6). Participants also said they would
share their profile if it helped self-reflection (P30 & P42)
and ‘to understand each other better’ in team settings (P42).
They also explained they would do so as they ‘had nothing to
hide’ (P47) or if it was advantageous in some way (P55). If it
was beneficial for them, two participants would also share a
freely adapted (made-up) profile. Nine participants found it
not meaningful and eight participants underlined that it would
be ‘dishonest and would probably be discovered’ (P13, n=2).

Participants would not share the chatbot’s actual or a corrected
profile because they find it not meaningful (n=7), not accurate
enough (n=1), or too private (n=6). Yet, they would share it if
requested (n=3). They did not want to share it with people who



Language - Syntax
Grammar 
refers to variations in the use of grammar, e.g., if‘all sentences were written in perfect, 
correct English’ (P14).
Upper/lower Case 
refers to ‘correct case sensitivity and starting sentences with a capital letter’ (P40). For 
example, P24 assumes that ‘if you write everything in lowercase you may be rather a 
bit of a messy type’.
Punctuation Style
refers to the correct or extraordinary use of punctuations. For example, P14 has ‘the 
feeling that conscientiousness is low because I never used periods’. 
Spelling 
of words, e.g., if they are written correctly or without putting effort into correct 
spelling, was mentioned often together with grammar and upper/lower cases. 
Sentence Structure 
was mentioned, for example, in relation to correct grammar but also to splitting up 
sentences, writing incomplete sentences (P2) and the nowadays increasingly com-
mon single word messages (P42). 

Word Choice
Word Choice  
refers to the general set of words used by a user. For example, users may choose dif-
ferent words in the same context (e.g., think, cogitate or reflect). 
Specific Keywords 
are any deliberately used words that are assumed to be related to personality in 
general or specific characteristics or traits. For example, P23 said ‘ I tried to use any 
specific words, which I imagine to trigger [the algorithm].’. P24 said ‘I guess how many 
words I used to reply and if they contain any keywords, for example, how often I said 
please and thank you’. 
Vocabulary
is similar to word choice but refers more to (domain-) specific terms. P47 suggested 
this category and provided diverse examples such as ‘complex words’, ‘common, not 
very complex words’, ‘everyday language’ and ‘simple or exalted’ language.  
Fillers 
are words spread throughout the text without adding any meaning. P47, for exam-
ple, mentioned that the algorithm could consider ‘how often one uses filler words’. 
Discrepancy & Tentative Words 
are used to weaken a statement and express a tendency. For example, P23 mentioned 
that ‘when you often use subjunctive words such as would or maybe you will be as-
sessed rather as un insecure personality’.
Idioms 
as cultural or language-specific expressions are also ‘considered to play a role’ (P17) 
by few participants. 
Word Length & Abbreviations 
describes the alteration of the text length without changing the meaning. For ex-
ample, the user may merge several words into one in German language (connected 
with ‘of’ in English) or ‘mingle abbreviations into the text’ (P47). 

Language Style
Text Length
refers to the pure count of characters or words, respectively. For example, P17 sug-
gested that ‘when you reply longer [texts] it means you are nervous - you don’t know 
what you are saying’. 
Language Style & Slang
is related to vocabulary, but does not happen on a word-basis. It may include, e.g., 
poetic or formal language as well as slang. However, P56 said that ‘as for some say-
ings, I thought the chat will probably not understand it, such as slang’.
Language Precision
describes ‘how short you can phrase your sentences. If you have to go the long way 
around to describe a situation or if you can think in very precise [...] language and 
sentence structures’, as phrased by P24.
Language Complexity 
describes the overall difficulty or simplicity of language. 
Emphasis 
refers to the deliberate use of words or sentence structures in order to change or 
clarify the meaning of the sentence. P30 suggested that one may use the word ‘yet’ 
to change the meaning of the sentence ‘I cannot do it (yet).’ and thereby show a 
different mindset. 

Content - Semantics
Topics
Topics, Interests & Preferences 
comprises what the users (like to) write about and what they mention as their inter-
ests and preferences. P17 mentioned ‘I said that I prefer to travel alone. And it had a 
light impact on extraversion. So it’s a bit less now’. 
Specific Details 
is related to topics, interests & preferences but refers explicitly to a high granular-
ity of these. E.g., P17 assumes that ‘one can say a lot about a person based on specific 
colours. For example, which backpack you choose or specific travel destinations say a 
lot about a person. So I may say that instead of a black backpack I want a yellow one’. 
Elaborateness & Detailedness 
describes how much detail the user provides as well as how much text is needed to 
convey this information. For example, P2 said he ‘[tried to write] as scarcely as pos-
sible and also not very elaborately but always just half sentences [...]’.
Behaviour 
Reported Behaviour
is on a similar level as topics, interests & preferences but describes what the user 
does outside the chat. For example, P56 mentioned that ‘from specific behaviour, such 
as which hobbies one has or if one approaches people’ could be analysed’. 

Emotional Involvement & Affective Reactions
Emotional Tone
Politeness
towards the chatbot was, for example, expressed by writing only short replies and 
by answering ‘no, this was not a good service’ when the chatbot closed the conversa-
tion by asking whether the user is satisfied (P56). 
Kindness 
towards the chatbot was mentioned to be expressed, for example, in a correctly 
written text (P49), answering questions right away (P4) or, on the contrary, insult-
ing the chatbot (P14) and not answering its questions (P56).
Extend & Type of Affection 
refers to the users’ living out of a variety of moods and emotions, e.g., being pro-
vocative (P2), calm (P2) pushy (P42), aggressive (P49) or overexcited (P55). P4, for 
example, mentioned that for reducing ‘neuroticism I should stay calmer, because 
before I was reacting emotionally’.
Humor
Making but also reacting to jokes was mentioned to be difficult in chatbot conver-
sations (P30). P42 suggests that ‘for extraversion, I think [it matters] how often [...] 
you make a small joke [...]’.
Affective Words
Connotation 
refers to positively and negatively associated words. For example, P30 assumes that 
‘The more negative words one uses, the more negative is the person’s mood. The more 
positive, anticipative one writes or talks, the better or more positive is the personality’.
Insults & Swear Words 
are exclusively associated with negative characteristics and feelings. For example, 
P14 reflected on the profile ‘so if the swear words did not make me unfriendly, then I 
don’t know how to alter this [sub-trait]’.
Emojis 
and smileys are nowadays very commonly used to express emotions in one or few 
signs. And so did P24: ‘I used a lot of capital letters, exclamation marks, smileys [...] 
to increase expressiveness’.

Conversation Style
Reply Rate 
describes the frequency and speed in which a user replies to the chatbot. P42 de-
liberately altered the reply rate to trick the chatbot: ‘The bot asked something. Then 
I replied and replied again and again, before the bot had the chance to answer to one 
of my three trolling answers. So it recognises that there is someone who seems to have 
ADHD who is babbling at me’.   
Asking Questions Back 
or not was used rather exploratively, possibly with the goal to confuse or load the 
chatbot. For example, P56 mentioned that ‘I have myself asked a question back, but 
it did not react to it’.
Provided Information 
refers to the amount of information the user provides in relation to the conversa-
tion dynamics. For example, P4 mentioned to have altered the way and timing of 
providing information: ‘[I considered] if specific questions could come up and then I 
replied [those] beforehand already or the chatbot needed to ask repetitively [for it].’. 
P4 approached it in a different way and ‘wrote a lot of non-sense’. 
Engagement in Conversation 
describes how involved, motivated, actively or passively engaged the user is in the 
conversation. For example, P56 ‘tried to act as uninterested or uncooperative as pos-
sible and also [to appear being] bored’.

Chatbot Interaction Behaviour
Response Time
refers to the time between the chatbot’s message and the user’s replies. It was 
mentioned most explicitly by P49: ‘I was replying always a lot quicker so maybe 
another factor could be the time measured between the replies’.
Typing Speed
describes how fast the user enters the response. E.g., P4 assumes that ‘introverted 
people consider first what they say and extroverted people type and reply quickly’. 
Corrections 
of the entered text could, for example, include the text entered at first, the con-
templation time as well as the newly entered text. For example, P39 reflects on the 
neuroticism value as being related to ‘how fast I type or how much I delete [...] 
and probably I deleted a lot and entered it again and maybe waited [in between]’. 

High-level Strategies (without Cue)
Pretend to Be Another Person 
refers to actively imagining being another person and how this person would act. 
For example, P13 mentioned ‘I tried to imagine being another person. Probably, sim-
ply the stereotype of a person I would not want to be’.  
Vary Strategies 
describes the alteration of the strategies applied during or in between the interac-
tions. For example, P40 mentioned to ‘sometimes have not paid attention to case 
sensitivity, that’s what I mean with variations [...]. I did this deliberately’.
Lying Completely 
means to answering ‘personal questions [by] simply making up something’ (P29).
Opposites 
to what users would normally (truthfully) answer are like lying used to provide 
less personal information or confuse the chatbot. P13 mentioned that ‘I tried to 
remember what I wrote before and tried to say the opposite. [...] I mean I am skilled 
with smartphones and then I pretended to not know much about them’. 

User Specific Characteristics
Demographic Information 
of the users, such as ‘how old you are, gender, and such things’ (P14).
Values 
refer the users’ fundamental, innate opinions and attitude. P33 mentioned as a side 
note ‘[...] what is for you bad, what is for you good [...]’. 

Figure 5. The figure shows 37 cue-based and four high-level strategies suggested by our participants in three interviews. The blue bars represent the
count of participants who identified the strategy (min=1, max=16), and the red bar depicts how many participants applied it (min=0, max=13).



Figure 6. Participants’ preferences to share their actual (top) and a freely
edited (bottom) personality profiles with different parties.

do not know them (well) as they were worried about being
judged (n=2), creating a wrong impression (n=5), and expected
no useful feedback (n=1). For example, P30 mentioned that
for a profile indicating high neuroticism, a company ‘would
never hire [her]. And that’s awful. [...] No one has a chance
then to develop if [...] you’re a 100% in depression [...] that
would lead to a class system’. Three participants claimed to
be reluctant to adapt the profile as they suspected a self-bias:

‘I wouldn’t show it the way I wish it would be because people
don’t assess themselves correctly’ (P33).

Attitudes & Expected Use Cases
Before and after the two interaction phases, we interviewed
participants about their attitudes towards automatic person-
ality assessment and where they expect to encounter such
systems. Of our 21 participants, the majority (n=13) were ini-
tially neutral towards such developments, three had a positive
attitude and five found it rather negative. After the study, two
participants regarded this development more negatively; the
remaining 19 participants did not change their attitude. They
mentioned that their attitude towards such systems depended
very much on its purpose (n=13). Slightly fewer participants
expected to gain benefits from it (n=8) than being exposed to
risks and disadvantages (n=10). Five participants claimed to
(still) have too little knowledge to judge this development.

Most commonly, participants identified commercial and per-
sonalisation purposes such as personalised advertisements and
recommendations in marketing (n=20) or product evaluation
(n=1). In addition, they expected to encounter them in social
networks (n=3), online search websites (n=2) and customer
services (n=1) with the aim to increase usage time (n=1).

Personality assessment systems could support people when ap-
plied for medical and psychological purposes such as for psy-
chotherapy (n=8), self-reflection and personal growth (n=3),
for children’s development (n=1), or for reducing exposure
to stressors (n=1). For example, P42 mentioned that ‘such a
system, which can better reflect on one because [...] confessing
the own weaknesses to one-self is not something in which the
human excels, [...] could really give you another perspective.‘

They may also be used to rate, understand, and match people,
e.g., in job interviews (n=5) and to match a team (n=2) or
lovers (n=1). They expect their use in politics (n=4), research,
criminology, and when effecting an insurance (n=1 each).

Participants expressed worries about protecting their privacy
(n=5) and data (n=7) and expected that such a technology may
be used to monitor people (n=3). For example, P2 said ‘it
goes in the direction of total surveillance [...]. It is a pretty
strong instrument for control.’ In a similar vein, they expressed
concerns that people might be classified (n=1), that their de-
cisions might be anticipated or manipulated (n=2) and with
disadvantages due to filter bubbles (n=3).

Participants were hardly aware that such assessments may
happen without their awareness (n=4) and against their will
(n=1). For example, P2 mentioned that ‘it was practically
like a shopping support conversation. I didn’t think that this
was possible. That you can assess the personality through
that. I thought it would be really directed, that you know –
okay, now it’s about your personality. [...] And that is like a
disguised personality assessment.’ They expressed a general
feeling of discomfort and fear of these systems (n=6), also
because these systems did not comply with human ethics (n=1).
For example, P30 did not want others to have access to his/her
profile because s/he ‘knows, that people, malicious people or
greedy people, use it for bad purposes. Against our will and
against our advantage.’

Participants stressed the low accuracy and limited reliability
of the profiles (n=11), also because they were a stereotypical
view on people (n=2) and could be manipulated (n=3). They
mentioned that such systems were not sufficiently adaptable to
the situation or the user (n=3) and too limited in the collected
data (n=1). Yet, people acknowledged that they may reduce hu-
man errors (n=2), required resources (n=2) and pre-judgment
(n=1) as well as enhance availability (n=2), efficiency (n=2)
and long-term tracking (n=1). Two participants expressed their
curiosity as they found them an interesting development.

DISCUSSION & LIMITATIONS
Accuracy of Automatic Personality Assessment
Previous research shows contradicting results for the profile
accuracy: While Warshaw et al. [78] found automatically gen-
erated profiles from social media to be ‘creepily accurate’ and
Youyou et al. [81] suggest that it might even surpass human
judgement of personality traits, other studies show that the
accuracy is often not reliable for all dimensions [70, 74, 77].
Our results also show a discrepancy between the BFI-2 profile
and the first chatbot-generated (actual) profile. The discrep-
ancy points at a limited accuracy, which might be caused by
the word count of many participants. To create the falsified
profile, participants often reduced the text length as a strategy.
In addition, the overall study duration presented a limiting
factor: If we had increased the time of a single interaction
beyond one hour to increase the word count, we would have
exceeded a total of 3 h by far and introduced fatigue effects.

However, since we did not want to learn about participants’
personality per se but rather about the relative change in the
generated profile, the absolute accuracy of these profiles was
only of secondary interest. To make a valid statement about the
efficacy of participants’ strategies, the chatbot’s implementa-
tion provides a meaningful measure. Furthermore, comparing
the two generated profiles gives a first indication of their effi-
cacy as well as of participants’ capability to apply them.



We regard it as unlikely that chatbot-based job interviews sig-
nificantly exceed a duration of one hour. Regarding customer
service chats, we doubt that one hour will be reached at all.
Consequently, when applied in these real world situations, the
data collected in one interaction will most probably not be
sufficient to derive a trustworthy profile with today’s methods.
In contrast, repeated or longer interactions with the chatbot,
e.g. a frequently returning customer or a social media user,
may likely improve the trustworthiness of the profile.

Efficacy of Users’ Tricking Strategies
Overall, participants provided a wide variety potentially effec-
tive factors to influence the chatbot’s personality assessment.
The suggested strategies indicate that our participants under-
stand how to fake agreeableness (e.g., using swear words,
being (im)polite, aggressive) and extraversion better than (e.g.,
changing interests) other dimensions such as conscientious-
ness and neuroticism. They ascribed specific linguistic cues to
certain personality traits, such as the use of incorrect spelling
to lower conscientiousness, tentative words to insecurity, and
politeness to agreeableness. This confirms previous research
that people’s implicit folk theories are often accurate [54]. Lin-
guistic links less represented in folk theory, such as articles
or prepositions [80], were not named by participants. How-
ever, participants suggested interaction behaviour and general
conversation style (e.g., response time) as effective strategies,
which are currently not included in the chatbot’s analysis.

Despite the number of identified factors, participants were
not very successful in tricking the chatbot. One reason could
be participants’ ability to express themselves. We exclusively
recruited participants who reported to be fluent in English
language, however, their language skills may still have limited
their ability to alter their expressions.

Another reason could be that participants actually varied only
a small subset of the factors as strategies to trick the chatbot.
For example, although the majority of participants identified
specific keywords and response time as relevant factors, only a
fraction actually employed these strategies. The cause for this
mismatch might simply be the difficulty to overview and con-
trol all identified factors. Changing the response time while
actively concentrating on the content is hard. Also, while
participants assumed that keywords or the general tone (e.g.,
friendliness) influence the perception of personality, it is diffi-
cult for many to defer which specific keywords could have an
impact. To overcome this obstacle, participants invented high-
level strategies and, e.g., pretended to be a different person or
wrote the opposite of what they had written before.

Since many participants changed the text length of their an-
swers to trick the system, the word count for the second analy-
sis was even lower. Thus, the lack of input words might have
led to a smaller divergence from the chatbot’s default values
for the single traits, which makes the other strategies seem less
efficient than they actually are.

Users’ Motivation to Trick
Participants agreed that employing tricking strategies is ex-
hausting, tedious and difficult to keep up. Although previous
work suggests that online self-presentation is easier to control

than implicit behaviour cues in personal interaction [75], the
deliberate use of different language requires much concen-
tration even in a written chat scenario. Hence, participants’
willingness to trick a system depended on the perceived bene-
fits and consequences. If they expected benefits, e.g., in a job
interview, the majority would trick the system to make a better
impression. On the other hand, only few participants would
actively trick a system to protect their data, particularly if it
exceeded one-time interactions. The privacy paradox suggests
that users share personal data despite feeling uncomfortable
when they expect benefits [10]. Our findings show that this be-
haviour also holds for modified personal data. These findings
extend the privacy paradox [10], in which sharing adapted data
depends on the perceived benefits despite an uncomfortable
feeling with sharing personality profiles in general.

However, participants felt a moral obligation not to trick sys-
tems or expected negative consequences if other people may
later associate the tricked profile with them and uncover them
as liars. In line with Warshaw et al.’s findings [78], partici-
pants found parts of the profile inaccurate but were reluctant to
change them, assuming a self-bias. Since participants were not
familiar with describing their personality, particularly using
the Big Five dimensions, some participants overtrusted the
system’s profile or even questioned their own self-image.

These findings show a dilemma: Although participants per-
ceived their personality profiles as highly sensitive data, they
show reluctance and limited ability to trick a system for auto-
matic personality assessment.

Users’ Estimation of the Power of Personality Prediction
Although scandals such as Cambridge Analytica made the
news worldwide, our participants still underestimated the
depth and possibilities of automatic personality assessment,
which confirms previous findings [63,64]. They were surprised
by how concealed such assessments may happen and showed
a very limited awareness of where they could be encountered.
Yet, they felt a general discomfort and would prefer to keep
such personal information private. However, some participants
had already given up on their privacy and felt powerless against
the collection of their data.

On the other side, participants overestimated the accuracy
and trustworthiness of these systems, which is a known phe-
nomenon in previous research [20]. Many tried to relate to
the chatbot profile and played down deviations from their self-
image, tending to believe the profile more than themselves.
Hence, when users are confronted with an inaccurate profile
that is not considered positive, particularly less confident or
neurotic personalities may start to deeply question themselves,
feel embarrassed or even rejected – which can in turn reinforce
the underlying cause [25]. We again emphasise that the use
of personality assessment systems will need to be carefully
pondered, giving weight to peoples’ well-being and rights as
well as accounting for its limited accuracy.

Design & Social Implications
Our findings indicate that users have difficulties in tricking a
personality assessment chatbot even when they are given the
possibility to reflect on the interaction and the system’s profile



output, i.e., to form a mental model and derive strategies to
protect themselves. In real life situations, we cannot expect that
all systems will offer users feedback about the collected data
and inferences – leaving the users unprepared for the quest of
protecting their profile and at the mercy of such systems. Even
if users are aware of being assessed by such systems, they
seem to be overwhelmed by applying strategies in an effective
way in the long run. And there certainly are scenarios, such as
representing oneself on social media, in which users want to
express themselves instead of being perceived as a different
or incoherent person. Hence, we argue that HCI researchers
as well as society need to protect people and suggest potential
steps in multiple directions.

Machine Non-readable Content
Our results as well as Gou et al. [30] showed that users want to
protect their data, but not at the cost of leaving a different (and
potentially less desired) impression on other users. Participants
identified providing less data as an effective strategy to avoid
assessment. To allow people to represent themselves freely on-
line, but simultaneously reduce the risk or data for personality
assessment, we may think about new possibilities to disguise
personal content. For example, we may consider providing
systems that present their content readable for humans but
not for machines. Textual posts on social media could e.g., be
converted to slightly distorted images, which are not readable
to machines (c.f. [60]) – similarly to what is already used to
grant access to human users and lock out bots.

Educate Users
Our participants were able to identify few effective and prac-
tical strategies, although they were given the opportunity to
improve their mental model of such algorithms by reviewing
and comparing their profiles. The still limited understanding of
those systems’ functioning and, hence, how they can be tricked
shows a need to educate users. To promote self-help, users
might be educated about (1) which factors such systems use
to assess personality, (2) how these factors and particular ex-
pressions are linked to personality characteristics and (3) how
to change these expressions to trick systems into capturing a
desired profile. For example, a system could analyse texts in
real-time and provide the user with feedback and suggestions.
In a job interview with a chatbot, e.g., the user may write ’No,
I never did that before. I think I learned about this earlier but
I am not sure. I would need to read up on it before I would
be confident in doing that.’ The tool may explain to the user
that this phrase hints at high neuroticism and suggest a more
confident reply. While such a system may help users to balance
or overcome their weaknesses or understand themselves and
their language use better, it may, however, as well be misused.

Inform about System Limitations
Our participants mentioned many times that they would only
share the calculated profiles if they could also talk about their
limited accuracy and weaknesses. Since personality assess-
ment tools are not yet mature enough to make reliable predic-
tions, as our results show, these tools need to inform all parties
– the users who are assessed and the ones collecting the profiles
– about the prediction uncertainty and other reliability issues
(as also suggested by Lim et al. [45]). Too little or low quality

data about the user can cause a low profile accuracy and may
lead to a wrong impression and, in turn, to disadvantages for
the user. If these systems then predict a future behaviour, e.g.,
crimes, based on this profile, they may furthermore remind the
investigator that there is uncertainty in the profile as well as in
the predictions made from it.

Law Enforcement & Moral Obligations
Our participants felt helpless against profiling algorithms and
the companies behind them, with the consequence of giving up
on their data and privacy. After all, it is questionable whether
systems and education alone can actually protect users. We
agree with Matz et al. [49] that current legislative approaches
are not sufficient since automatic personality assessment can
be performed without the user being aware of it. In our opinion,
as we cannot account for companies’ moral principles, laws
have to prohibit the disguise of their data collection and usage
terms in endless, non-understandable license agreements and
enforce a direct disclosure of such activities together with
an opt-in consent. Furthermore, we call for transparency and
understandable explanations about the data collection and
analysis practices. When users are aware of it, they may be
able to act prudently or turn away from it. As for other data,
users should be granted access to their profile and be in control
of its’ use at any time.

SUMMARY & CONCLUSION
In this paper, we investigated whether users can protect them-
selves from being profiled by a personality assessment chatbot.
Our participants interacted twice with the chatbot: They first
created their actual personality profile by chatting openly with
the bot. Participants were then framed with a data privacy
and protection story and asked to disguise their personality
from the chatbot, i.e., manipulate the system into calculating
a profile different from what a non-manipulated assessment
would deliver. We showed that every participant could only
identify a subset of a large diversity of factors, of which the
majority is useful for tricking the system (given its current
implementation). Participants were able to trick the chatbot
into calculating a slightly different profile by manipulating
some of the factors. However, they find the deliberate manipu-
lation too exhausting for long-term use – although they regard
personality as very sensitive data and are rather reluctant to
share their profiles with others than family and friends.

In addition, we suggest that follow-up research could investi-
gate if users are able to manipulate their profiles in a desired
direction and thus assess whether users are able to protect
themselves from being profiled accurately but also inaccu-
rately, depending on the users’ goals. In addition, it needs to
be understood whether they are able to or can learn to manipu-
late the single traits to a desired extent, i.e., which strategies
apply to which traits to which degree. Furthermore, similar
self-protection studies are needed for other forms of interac-
tion, e.g., voice interaction, and other contexts such as social
networks and smartphones. Nevertheless, we propose that HCI
researchers should provide tools which empower users as well
as protect them from being profiled.

Visit the project website for access to the study data files:
https://www.medien.ifi.lmu.de/trick-ai

 https://www.medien.ifi.lmu.de/trick-ai
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