Pilot Attitudes Toward AI in the Cockpit: Implications for Design
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Abstract—As the aviation industry is actively working on adopting AI for air traffic, stakeholders agree on the need for a human-centered approach. However, automation design is often driven by user-centered intentions, while the development is actually technology-centered. This can be attributed to a discrepancy between the system designers’ perspective and complexities in real-world use. The same can be currently observed with AI applications where most design efforts focus on the interface between humans and AI, while the overall system design is built on preconceived assumptions. To understand potential usability issues of AI-driven cockpit assistant systems from the users’ perspective, we conducted interviews with four experienced pilots. While our participants did discuss interface issues, they were much more concerned about how autonomous systems could be a burden if the operational complexity exceeds their capabilities. Besides commonly addressed human-AI interface issues, our results thus point to the need for more consideration of operational complexities on a system-design level.

Index Terms—interviews, thematic analysis, intelligent cockpit assistant systems, human-AI interaction, imperfect AI

I. INTRODUCTION

When microprocessors paved the way for advanced automation beginning with the 1970s, system designers aimed to replace human tasks with machines, without much consideration for human factors. The implicit assumption was that individual tasks in complex systems are independent from each other such that humans can be substituted easily with machines, the so-called substitution myth [1]. However, empirical evidence soon revealed the flaw in this assumption, showing that automation introduces unexpected qualitative changes to human roles within the overall system [2]. Driven by the experience of several high-profile automation-related accidents, aviation is a domain where these “automation surprises” [1] are particularly well studied. As a result, the aviation industry started to shift its automation philosophy from the technology-centered approach of automating as much as possible toward human-centered automation in the 1990s [3].

Today, the industry is actively working toward introducing artificial intelligence (AI) to commercial air transport (CAT). In doing so, the frequently cited goal is to maintain a human-centered approach to AI-driven flight automation [4]. However, since the rapid development of new algorithmic capabilities is the driver for AI innovation, AI development is currently predominantly technology-centered. Human-centered approaches to AI as for instance recently proposed by Shneiderman [5] are far from being mature yet. Instead, today’s AI applications frequently exhibit the gap between user-centered intentions and actually technology-centered development described by Sarter et al. in the 1990s with respect to automation [1]. As they elaborate, this gap can be attributed to designers’ tendency to oversimplify the complexity of real usage [1].

To bridge this gap, participatory design or co-design approaches [6] are important to ensure that designs are driven by users’ needs and understanding of operational complexities. As an early contribution to this end, we conducted interviews with four experienced pilots to understand their concerns regarding automation, AI and possible usability issues with intelligent cockpit assistant systems. Based on the interviews, we derived high-level design guidelines for AI-based flight deck systems.

II. BACKGROUND

In expectation of coming AI applications for aviation, the European Union Aviation Safety Agency (EASA)¹ has recently published a first version of its AI roadmap [4]. It outlines the agency’s vision of human-centered AI for aviation, with the trustworthiness of AI at its core. From an operational and human factors perspective, the most relevant technical building block of the roadmap is explainability, which EASA considers “a concept that is resolutely human-centric” [4]. Establishing guidelines for explainability will be a major part of EASA’s efforts around AI certification for aviation [7].

Beyond the aviation domain, explainable AI (XAI) is in general increasingly moving into the focus, especially among human-centered AI researchers [8]. In the last few years, human-computer interaction (HCI) researchers have conducted numerous studies to examine the effectiveness of explanations for various purposes, like trust calibration [9], [10], system comprehension [11], [12], or task performance [13], [14].

¹EASA is responsible for certification, regulation, and standardization for civil aviation in the European Union.
Taking explainability a step further is the idea of human-autonomy teaming (HAT) [15], which aims to enable semi-autonomous systems to work together with humans in teams. While XAI is mostly concerned with the communication from machine to human, HAT frameworks build on bi-directional communication [15], [16]: Humans should not only understand what the automation is doing, but should also be able to communicate their intentions to the machine. This concept is particularly popular in aviation-related automation research [17]–[19]. EASA also sees human-AI collaboration, which corresponds to the HAT vision, as an intermediary step before transitioning to full autonomy in the more distant future [4].

III. RESEARCH QUESTION

Works on both XAI and HAT are driven by human-centered intentions. However, they tend to focus on the human-AI interface for preconceived system designs. What is thereby easily neglected is the users’ perspective on the operational environment and how it can inform how the system design should look like in the first place. Hence, we set out to engage those that know the operational complexities on the flight deck best—pilots. We formulate the following research question:

**RQ:** Based on the operational experience of pilots, which kinds of usability issues can be anticipated with the introduction of AI-driven cockpit assistant systems?

IV. METHOD

A. Interviews

We conducted semi-structured interviews with four experienced pilots (all male, avg. age: 55 years, avg. flying hours: 9,230 hours). Three are working as test pilots and have a background as fighter pilot, but two of them also regularly test-fly passenger aircraft. The fourth interviewee is a former airline pilot.

The interviews had a length of about 1.5 hours each and were conducted via Webex or phone calls with audio recording. Interviewees received no incentives for their participation. The interview script focused on three areas: the cooperation between crew members, participants’ experience with flight deck automation, and their attitudes toward AI in the cockpit.

B. Analysis

We transcribed and coded the interview recordings and performed an inductive thematic analysis following the six phases recommended by Braun and Clark [20]. We chose an inductive analysis since our research question is exploratory in nature: Our explicit goal was to understand the pilots’ perspective as opposed to basing our results on preconceived assumptions. We further concentrated on themes at the latent level as we were interested in what the deeper-lying motives behind the pilots’ statements might reveal about AI usability issues. After several rounds of refinement, we arranged the data into two main themes, five subthemes, and ten sub-subthemes. The final thematic map is shown in Fig. 1.

V. RESULTS

All interviews revolved around two main themes: For one, participants stressed the importance of the human element in flying an aircraft. Consequently, the second main theme was the cautious view pilots held of AI in the cockpit, despite all of them seeing the potential benefit. In the following, we present these themes and their subthemes in more detail. When referencing themes, we underline their names, and we denote “Pilot x” as P_x when presenting quotes from the interviews.

A. Importance of human pilots

Modern aircraft may be highly automated, up to the point that pilots have little active work left to do during a usual flight. Nevertheless, human situation awareness and problem-solving skills are still indispensable to handle complex situations, like changes to the original plan or abnormal events. In handling such complex situations, both the human-human interaction (cooperative problem solving) and the human-machine interaction (handling the automation) are important.

1) Cooperative problem solving: The cooperation between the two pilots in today’s aircraft facilitates safety by providing the redundancy of “two sets of eyes and brains” (P1). To ensure effective collaboration between crew members, work on the flight deck is governed by well-defined procedures on the one hand, while situation-dependent flexibility is encouraged on the other hand.

**Well-defined procedures:** Aviation is highly procedural in nature, and the flight deck is no exception. Roles are clearly defined, with the pilot-in-command having the final say and the full responsibility for the flight, while the tasks are clearly distributed among the pilot-flying and the pilot-monitoring. Checklists clearly prescribe who needs to do what in which situation, and pilots employ a “separate language with fixed phrases and special expressions” (P1).

**Situation-dependent flexibility:** While prescribed procedures help to clarify what to do most of the time, no procedure can cover every eventuality in complex domains like aviation. Pilots can therefore deviate from procedures when necessary:

“For every abnormality it is actually prescribed how it needs to be done. But this is where the human part comes in. If he now thinks this is such a complex thing, then the captain ultimately has the decision what is the right thing to do, no matter what the regulations say.” (P4)

For instance, pilots can fluidly hand over tasks to each other depending on the situation, and co-pilots are encouraged to speak up and to challenge the captain.

This kind of situation-dependent flexibility is currently an exclusively human capability. All interviewees perceived this human capability as the key differentiator between conventional automation and future AI applications, driving an anthropomorphic conception of AI:

“But what the AI does, (...) it’s not just to support humans somehow, but you want to try to create a system in such a way that you can gradually, well,
not replace humans, but complement them. That you can get the human traits into the system, so to speak.” (P4)

At the same time, this perception appears to be the underlying reason for most of the reservations regarding AI expressed during the interviews. For instance, interviewees discussed at length how AI that is not really intelligent would fall short of tasks that demand situation-dependent flexibility. The participants also expressed their concern about reduced pilot authority due to the introduction of AI, limiting pilots’ ability to intervene flexibly.

2) Handling the automation: Between take-off and landing, the autopilot is usually engaged, i.e. for most of the flight, the pilots’ task is to handle the automation. For the most part, this means monitoring the system for possible errors. In case something is wrong, the crew tries to address the issue with the help of the corresponding checklist (checklist handling).

Monitoring the system: Through the flight instruments, the pilots monitor the system for failures and other problems. In modern aircraft, the system additionally supports the pilots through alerts, often even displaying the appropriate checklist automatically. Still, human monitoring is required to deal with detection errors, e.g. due to sensor failures. However, the interviewees displayed high confidence in the reliability of the system alerts, suggesting that detection errors are rare:

“(...) which is also only psychological, because if any value deviated from normality, there would be a warning anyway.” (P3)

Checklist handling: For the vast majority of system failures or issues, appropriate checklists exist. Hence, pilots can usually simply work through the respective checklist in case of a system alert, seemingly suggesting that these tasks could be easily automated. However, as with system monitoring, the humans on the flight deck are important, as they can recognize the rare instances where the checklist does not properly address the issue at hand and react accordingly:

“I just wanted to express that the person behind it can also question the checklist. That it’s not a bible.

Well, it’s the bible for fixing the mistakes, but it’s not the panacea, so you’re allowed in certain situations, it makes sense to deviate from it as well.” (P4)

Not a problem with current automation: When asked about whether difficulties exist with system monitoring or checklist handling, interviewees reported no issues or even reacted with irritation to the questions (“Of course! That’s what they’re trained for” (P4)). Given the vast body of research on human factors issues like complacency and automation bias [21], these reactions should be interpreted carefully. However, some pilots pointed out a helpful design feature of today’s flight automation: While working with the system, pilots can simply focus on deviations of system states from their expectations instead of more demanding forms of information processing. For instance, the flight instruments indicate ranges of normal operation for the respective quantities. While monitoring the system, pilots therefore do not need to interpret every single value, but can simply check whether any value has fallen out of the range of normal operation:

“So I don’t start reading and interpreting every number and thinking about whether my hydraulic pressure at 270 bar is correct or not, but I look at the display and see that it’s in the green range. Whether it’s 260 or 280 bar doesn’t matter to me at that moment, but I see that it’s green.” (P3)

Similarly, checklists allow pilots to form expectations of how the system should react to every single step. Hence, pilots can check the system feedback against their expectation while working through the individual steps and quickly notice when the checklist does not properly address the issue:

“You have to check every step you take in order to get feedback. Because every action is expected to have some counter reaction that is checked. Otherwise, you could automate it, simply.” (P4)

Furthermore, participants noted that highly critical incidences are extremely rare and none of the interviewees had personally experienced such situations.
B. Cautious view of AI

The interviewee’s statements hinted at an anthropomorphic conception of AI. Against this backdrop, all interviewees were in principal open toward the introduction of AI to the flight deck (conditional welcoming of AI). However, all of them had reservations whether AI could live up to its promise (reservations regarding AI).

1) anthropomorphic conception of AI: Participants talked about AI on the flight deck as a single intelligent agent (as opposed to e.g. a number of separate AI-driven systems) and likened that agent to humans, co-pilots, or artificial teammates (“The AI somehow must fear for own life, you know?” (P2); “the AI human, so to speak, which it could be called then” (P4)). This conception shaped participants’ significant reservations regarding AI: Given their experience as pilots, they focused on the complex requirements that AI would have to meet to behave human-like and to be of value as teammates.

2) Conditional welcoming of AI: Participants stated that if automation works, it is helpful and reduces workload; however, they put emphasis on that qualifier, stressing that automation can also become a burden when the situation surpasses the system capabilities:

   “If everything goes as planned, flight automation is a dream. The problem starts when things go wrong, or you have to deviate from your plan. Because sometimes, the automation doesn’t keep up.” (P3)

Yet, overall, the interviewees acknowledged that automation has increased flight safety and has made work easier for pilots. This differentiated view of current flight automation also translated to the pilots’ attitude toward AI: Participants were in principal open toward AI and could all at least vaguely imagine ways it could be helpful to pilots, e.g. as assistance in error diagnosis or by suggesting options for action in complex situations. However, the interviewees all emphasized that AI would only be helpful if it could handle the complexities of aviation and does not become a burden frequently (“In principle, yes. If it does not become a burden. (...) So this typical thinking along, the experience, so to speak.” (P3)).

3) Reservations regarding AI: The interviewees voiced a range of reservations regarding AI on the flight deck, mostly revolving around potential usability issues.

AI that is not really intelligent: The most prominently voiced reservation was the perception that many of today’s AI systems are not really intelligent and therefore not able to exhibit the situation-dependent flexibility that distinguishes humans. Participants regarded this flexibility as mandatory to deal with the complexity of flying an aircraft and to avoid clumsy automation. One pilot gave a vivid account of his experience with a research prototype that did not meet his expectations of an intelligent assistance system:

   “If I had such a co-pilot, I basically would throw him out my flight deck. The problem was it was just not anticipating and thinking through what might be now the correct action. It was not intelligent so to speak. It was just basically a regulator.” (P3)

Participants mentioned several ways AI falls short of truly intelligent behavior in their view: They missed the ability of AI to communicate like humans (“Humans could ask: Did you also hear something?” (P1)); to understand human intentions and to think ahead accordingly (“I mean each time the pilot is doing something, ‘uh, babab, what are you doing now?’, this is not AI.” (P2)); or to react properly to complex and changing situations (“when it gets like ‘uuuaah’, assessing the overall situation and then executing actions, there I still see room for improvement.” (P3)).

Clumsy automation: Coined by Wiener [22], this term describes automation that reduces workload in situations where it is low anyway, but further increases it in high-workload situations. Participants warned about the potential of AI systems to increase workload when they fail to understand pilot intentions or other context information. For instance, pilots might need to dismiss inappropriate alerts and suggestions or might have to feed information to the system through cumbersome inputs:

   “The mission you will prepare, with all those alerts to help, those will not fit, maybe, when your mission will change. And then it becomes a pain.” (P2)

Concern about reduced pilot authority: As of today, pilots bear the full responsibility for the safety of the flight. Hence, the interviewees stressed that pilots must always have the final say over the automation and be able to take whatever action they deem necessary to keep the flight safe (situation-dependent flexibility):

   “I, as the pilot in charge, would like to be involved at least before my aircraft does anything automatically, so that I could intervene at any time.” (P3)

One participant pointed toward the tendency of engineers to overlook this aspect and to suggest system designs that limit pilots’ authority:

   “For example, on some project I was working in (…), people said, ‘OK, we’ll prevent for example the aircraft to go in a no-fly area, in a forbidden area.’ And I said, ‘no, the system can alert the pilot that in the front, there is a forbidden area, but never prevent the aircraft to go in, because maybe that’s the mission, it’s inside the forbidden area.’ ” (P2)

Trustworthiness: The issue of trustworthiness is core to EASA’s AI roadmap [4] and is also often at the center of human-AI interaction research [9], [10]. While trustworthiness was of concern for the interviewees, it appeared to be of secondary importance to them as it was brought up less frequently than the other reservations. Participants discussed trustworthiness from three angles. Most importantly, they expressed the need for the system to explain why it makes certain suggestions, especially when they deviate from the pilot’s expectations:

   “And then the problem is to be confident and to know why my system says ‘do this like that and not like that’, because me, I was not having the same point of view, let’s say. So it’s also to understand why, and
Another aspect raised was the difficulty of assessing the capabilities of the AI system (“You can talk to a young co-pilot (...) to set expectations. How to do that with AI? How does it tell how good it is?” (P1)). Lastly, interviewees felt a lack of public trust in AI, which they saw as an obstacle to AI deployment in aviation (“I am sure that you could fly passengers from A to B without any pilot, but passengers would not get onto the plane.” (P1)).

**Skepticism about technical feasibility:** Participants voiced their doubts about whether it is technically feasible for AI systems to understand complex situations well enough to support pilots effectively (“I have met several people who were working in the AI to make a ‘cognitive co-pilot’ and so on and so on, and I have never seen anything!” (P2)). Hence, all interviewees thought that current AI technologies are still far from ready for deployment on flight decks. However, participants were careful not to dismiss the possibility of AI playing a significant role in future cockpits (“I don’t say it will not work, but it will take time.” (P2)).

**VI. DISCUSSION**

**A. Expected usability issues**

Current efforts to bring AI to aviation focus on XAI and HAT, the need for which is also reflected in our interviews. Participants discussed how effective communication with the system is a necessity (AI that is not really intelligent) and that they need explanations to trust the system (trustworthiness). However, our analysis reveals that pilots are much more concerned about how AI would handle operational complexities. Permeating the entire data set, this is particularly apparent in the theme situation-dependent flexibility and how it relates to reservations regarding AI. The test pilots’ personal accounts of research projects also echo designers’ tendency to oversimplify these complexities, as described by Sarter et al. [1].

As a result of oversimplification, designers tend to focus on the benefits an AI application can provide when it works as intended. What is easily missed then are the adverse effects when the operational complexity exceeds system capabilities, which is what the pilots focused on during the interviews. Given that AI is expected to assist pilots in more complex tasks than traditional automation, such issues of clumsy automation are likely even more serious than with today’s flight deck systems and warrant much more attention.

Recent work on designing interactions for imperfect AI appear promising to address our participants’ concerns as it prompts designers to explicitly consider the adverse effects of inadequate system behavior. For instance, researchers have investigated users’ tolerance for imperfect AI [23], interfaces allowing users to modify AI outputs [23], [24], or system designs that integrate AI models beneficially despite their imperfection [25]. The latter aspect is of particular interest in our view. Efforts to bring AI to the flight deck are often led by the notion of autonomous agents, which is also reflected in our interviewees’ anthropomorphic conception of AI. But judging by the pilots’ statements, such agents would need to master the operational complexities of aviation to be truly helpful. At least for the foreseeable future, it appears more promising to search for alternative ways to integrate AI into the overall system design. However, examples like [25] for such designs and human-AI interaction patterns are still rare.

**B. Design guidelines**

We derive five high-level design guidelines for deploying AI on the flight deck from the interviews. In response to pilots’ concerns, the focus is on avoiding adverse effects in case operational complexities exceed the capability of the system. We distinguish between system- and interface-level guidelines.

**System-level guidelines:**

- **Imperfect AI must not increase workload:** System designers should not only focus on what benefits an AI model could provide, but also prevent that pilots’ workload increases when the operational complexity exceeds the model capabilities. This has to inform what the intended functionality of the AI should be in the first place. In particular, it might be necessary to look beyond the inclination to replicate human skills with AI agents.

- **Support pilots both in forming expectations and getting feedback about system states:** Today’s flight decks allow pilots to form expectations and to get feedback about system states which they can compare. Complex black-box AI models can potentially prevent both. XAI mostly addresses the feedback part by helping users to understand the model outputs. However, for the forming of expectations about system states, it is likely necessary to design the system around active engagement of pilots, given that situation awareness is lowered when operators are processing information passively [26].

**Interface-level guidelines:**

- **Provide explanations when system outputs deviate from pilot expectations:** The interviewees’ statements suggest that explanations are especially important when system outputs deviate from pilot expectations. In such situations of surprise, explanations may help pilots to decide whether the system output is unreasonable or particularly insightful. This is in line with studies showing that medical professionals particularly seek explanations when they are surprised by the AI’s suggestion [27].

- **Allow effortless expression of intentions:** Participants considered the inability of the system to understand pilots’ intentions as one of the primary reasons for inappropriate automation behavior. The same issue can be expected with advanced AI-based automation. In many cases, effective correction of unhelpful or even counterproductive AI outputs thus comes down to enabling effortless communication of pilot intentions to the system.

- **Allow effortless bypassing, disengaging, or overwriting of AI functionality:** As pilots bear the full responsibility for the safety of their flight, they need to have the
authority to take whatever action they deem necessary. It must therefore be always possible for the pilot to bypass, disengage, or overwrite any AI functionality, e.g. when AI outputs are unhelpful and not easily correctable.

C. Limitations

Given the difficulty of recruiting pilots for extensive interviews, our sample size is small with only four participants. However, whether AI can handle the operational complexities of flying was the key concern for all participants. We therefore confident that a larger sample size would have produced similar results.

Moreover, while our guidelines point out important design considerations, they require further empirical validation.

VII. Conclusion

Our interviews and their analysis point to a range of potential usability issues of AI-driven cockpit assistant systems—and as we believe, of AI systems more generally—that are frequently overlooked: System designers tend to focus on the benefits of AI systems and how they should communicate with users so that these benefits come to fruition. What is often missed are the adverse effects when the operational complexity exceeds the capabilities of the AI system. Our guidelines point toward these issues on a very high level, but much more work is necessary to understand how to address them under real operating conditions. We see the recent works on designing for imperfect AI as a promising path in this regard.
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