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Abstract
In this paper we investigate how natural language interfaces can be integrated with cars in a way such that their influence on
driving performance is being minimized. In particular, we focus on how speech-based interaction can be supported through a
visualization of the conversation. Our work is motivated by the fact that speech interfaces (like Alexa, Siri, Cortana, etc.) are
increasingly finding their way into our everyday life. We expect such interfaces to become commonplace in vehicles in the
future. Cars are a challenging environment, since speech interaction here is a secondary task that should not negatively affect
the primary task, that is driving. At the outset of our work, we identify the design space for such interfaces. We then compare
different visualization concepts in a driving simulator study with 64 participants. Our results yield that (1) text summaries
support drivers in recalling information and enhances user experience but can also increase distraction, (2) the use of keywords
minimizes cognitive load and influence on driving performance, and (3) the use of icons increases the attractiveness of the
interface.
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1 Introduction

In 1982 the general public made contact with the embod-
iment of futuristic cars: K.I.T.T.—the talking, autonomous
supercar in the TV series Knight Rider. In contrast to state-
of-the-art interfaces in cars, K.I.T.T.’s interface allows for
interaction using natural language, rather than issuing spe-
cific commands that provide access to the car’s features, e.g.,
accessing the navigation system and providing the destina-
tion.
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Recent developments in natural language understanding
[4,21] and the rise of digital assistants like Siri and Alexa will
make it possible in the future to interact with vehicles in the
form of a natural spoken conversation where both the driver
and the car participate in a similar manner. At the same time,
this conversation will always be a secondary task that takes
place as the user is focussing on another task, that is driving.
As a result, drivers will constantly re-allocate their cognitive
resources based on the current driving situation, ultimately
resulting in a trade-off between how well they can follow the
conversation and safely maneuver the car. As a solution to
this, speech interaction can be supported by a visualization
of the conversation, which allows the driver to follow up on
the current conversation after interrupting it for handling a
complex driving situation.

In this work, we focus on the design of such visualizations.
At the outset, we conducted a literature review from which
we derived a design space for visualizing natural language
interaction in vehicles. In a subsequent driving simulator
study (N = 64) we then compared different visualizations (for
example, full text, keywords), comparing how they impact
cognitive load, driving performance, as well as the driver’s
experience. Our results show that (a) a text-based summary
of the visualization in the form of keywords leads to better
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