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Abstract. The interdisciplinary field of explainable artificial intelligence (XAI) aims to foster 

human understanding of black-box machine learning models through explanation-

generating methods. In this paper, we describe the need for interactive explanation 

facilities for end-users in XAI. We believe that interactive explanation facilities that provide 

multiple layers of customizable explanations offer promising directions for empowering 

humans to practically understand model behavior and limitations. We outline a web-based 

UI framework for developing interactive explanations based on SHAP.  

Introduction 

We have witnessed the widespread adoption of intelligent systems into many 

contexts of our lives. The perception of intelligence often results from their black-

box behavior, which may manifest itself in two ways: either from complex machine 

learning (ML) architectures, as with deep neural networks, or from proprietary 

models that may intrinsically be white-boxes, but are out of the user's control 

(Rudin, 2019). As such black-box systems are introduced into more sensitive 
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contexts, there is a growing call by society that they need to be capable of 

explaining their behavior in human-understandable terms. 

Much research is conducted in the growing fields of interpretable machine 

learning (IML) and explainable artificial intelligence (XAI) to foster human 

understanding. IML often refers to research on models and algorithms that are 

considered as inherently interpretable while XAI typically refers to the generation 

of (post-hoc) explanations for black-box models to make those systems 

comprehensible (Rudin, 2019; Biran and Cotton, 2017). Current XAI research 

mostly focuses on the cognitive process of explanation, i.e., identifying likely root 

causes of a particular event (Miller, 2018). As a result of this cognitive process, 

some notions of explanation, such as texts, annotations, or super-pixels, are 

generated that approximate the model’s underlying prediction process.  

We believe that an important aspect required to address the call for “usable, 

practical and effective transparency that works for and benefits people” (Abdul et 

al., 2018) is currently not sufficiently studied: providing users of XAI methods and 

systems with means of interaction that go beyond a single explanation. 

Explanation as an Interactive Dialogue 

XAI research often implicitly assumes that there is a single message to be conveyed 

through an explanation (Abdul et al., 2018). However, in decision-making 

situations that demand explainability, it is unlikely that a single explanation can 

address all concerns and questions of a user. This resonates with the social science 

perspective that considers explanation to be a social process between the explainer 

(sender of an explanation) and the explainee (receiver of an explanation) forming 

a multi-step dialogue between both parties (Miller, 2018). Especially, in situations 

where people may be held accountable for a particular decision, a user may have 

multiple follow-up questions before feeling comfortable to trust a system 

prediction. To model the notion of social explanation between an explanation-

generating XAI system and a human decision-maker, we need means of 

interactivity. Related machine learning approaches, such as explanatory debugging 

(Kulesza et al., 2015) or interactive machine learning (Dudley and Kristensson, 

2018), leverage explanations, interactivity, and human inputs to correct bugs or to 

improve model performance, respectively.  

In our opinion, the social perspective of explanation is currently not sufficiently 

reflected in current XAI research that addresses decision-making situations. Weld 

et al. propose seven different follow-up and drill-down operations (Weld and 

Bansal, 2019). Olah et al. (2018) explore the design space of interpretability 

interfaces for neural networks and describe possible interaction operations. Recent 

tools, such as Google’s What-If, focus primarily on developers and enable them to 

interactively inspect a ML model with minimal coding. However, they do not 

provide interactive explanations to end-users of XAI systems. 
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reSHAPe: Interactive SHAP Explanations 

 

Figure 1. Schematic UI prototype of interactive explanation trail in reSHAPe: The outcome of each 

observation is explained through SHAP’s feature attribution method (red=negative influence on 

outcome, blue=positive influence). Starting from an initial observation of interest, the user can select 

one follow-up question from a set of interaction options to validate their hypotheses. Each query 

returns an illustrative observation and adds it to the explanation trail. 

We propose a web-based UI framework that enables developers to provide 

interactive explanations for end-users. We leverage existing model-agnostic post-

hoc explanation-generating methods and integrate them into an interaction concept 

for navigating between the methods from a human-centered perspective. We build 

upon the methods provided by the SHAP framework (Lundberg and Lee, 2017). 

SHAP (SHapley Additive exPlanations) is a promising starting point as it unifies 

existing feature attribution methods (such as LIME and DeepLIFT) and connects 

them to additive Shapley values. Furthermore, it allows the generation of local and 

global explanations that are consistent with each other as they both use Shapley 

values as atomic units. This makes them suitable for guiding users through multi-

stepped explanations following one line of thought.  

 

However, prior research indicates that even experienced ML engineers have 

difficulties to use current visualizations of SHAP to effectively verify their 

hypotheses about an examined ML model (Kaur et al., 2020). Thus, with our 

framework we address the need for interactive exploration and verification of 

hypotheses. In a first step, we implement the follow-up operations proposed by 

Weld and Bansal (2019) for tabular data. From an initial triple of (input, prediction, 

explanation) provided by an XAI system the user can either: 

 

• Change the foil: Contrast the triple with nearest-neighbour triples that 

resulted in a particularly different prediction to understand “Why not 

prediction B?”. 
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• Restrict the subspace: Request other triples that share the same value for 

one or more input features to understand “How were similar inputs 

handled?”. 

• Sensitivity analysis: Request the minimal changes required to one or more 

input features that result in a different prediction and explanation to 

understand “How stable is the prediction?”. 

• Explorative perturbation: Change the values of one or more input features 

of an observation to explore the effects on the prediction and its explanation 

and to understand “What if?”. 

• Global roll-up: Contrast the triple’s local explanation with the global 

explanation of the entire model to understand “How representative is the 

observation?”.  

 

An XAI system with interactive explanations may derive additional information 

about the user’s mental model and preferences from the trail of follow-up 

interactions. This additional information may be used to establish common ground 

and potentially improve the overall human-AI system performance. With our 

framework we aim to support developers with the front-end development of XAI 

systems for domain experts. We consider domain experts as end-users with a high 

level of expertise in a particular domain but typically limited expertise in ML, such 

as lawyers or accountants. We focus on decision-making situations where the 

domain expert may have concrete or vague hypotheses about the decision problem 

that guides their explanation needs and interaction.  

Future Work 

Upcoming research will investigate the potentials of interactive explanations and 

their evaluation with users in an application context. We collaborate with German 

chancelleries, lawyers, and a leading software vendor in the sensitive legal domain. 

We follow a human-centered design process to derive requirements and user needs. 

Based on these, we iteratively explore design opportunities for usable interactive 

explanations using prototypes and user studies. We plan to integrate our insights 

and artifacts in a modular toolkit for creating interactive explanation interfaces for 

tabular and textual data. 
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