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Figure 1: Example of a �ashcard for German case grammar, created with the Photo Flashcards app.

ABSTRACT
Arti�cial intelligence has enabled scalable auto-creation of context-
aware personalized learning materials. However, it remains unclear
how content personalization shapes the learners’ experience.We de-
veloped one personalized and two non-personalized, crowdsourced
versions of a mobile language learning app: (1) with personalized
auto-generated photo �ashcards, (2) the same �ashcards provided
through crowdsourcing, and (3) manually generated �ashcards
based on the same photos. A two-week in-situ study (= = 64)
showed that learners assessed the quality of the non-personalized
auto-generated material to be on par with manually generated ma-
terial, which means that auto-generation is viable. However, when
the auto-generation was personalized, the learners’ quality rating
was signi�cantly lower. Further analyses suggest that aspects such
as prior expectations and required e�orts must be addressed before
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learners can actually bene�t from context-aware personalization
with auto-generated material. We discuss design implications and
provide an outlook on the role of content personalization in AI-
supported learning.
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1 INTRODUCTION
Content personalization in learning can support motivation and in-
crease learning success [47, 59]. In recent years, intelligent systems
have made personalization more scalable and widely accessible, e.g.,
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by automatically scheduling revision cycles based on previous per-
formance [51]. Others have also started to investigate context-aware
content generation, where learning materials are personalized to
a learner’s context. Matching materials to the context can trig-
ger situational interest [26] and increase perceived relevance [19].
Objects in our everyday environment, texts we read, and videos
we watch are rich sources of learning material extracted from or
embedded into personal contexts. Related work has proposed auto-
mated methods that enable scalable content personalization. They
source content from texts (e.g., [43, 55]), a learner’s GPS location
(e.g., [19, 22]), or life-logs [44]. In addition, recent projects in mobile
language learning employ computer vision (CV) in the learner’s
environment (e.g., [16, 18, 57]).

These works tend to focus on learning outcomes [19, 22, 55]
or technological feasibility [18, 22, 43, 44, 57]. Meanwhile, little is
known about what learners think of context-aware personalized
auto-generated learning material. Nonetheless, understanding this
is essential for the successful design and long-term application
of learning systems that incorporate AI technologies for content
personalization. Therefore, this work explores the following main
research questions:
RQ 1: Can we achieve comparable usability, user engagement, and

recall with auto-generated learning material compared to man-
ually generated material?

RQ 2: Can context-aware content personalization in�uence the learn-
ers’ quality assessment of auto-generated learning material?

RQ 3: What are the opportunities and challenges of context-aware
personalized auto-generation for learning? Here, we report
on our lessons learned and identify steps for future develop-
ment.

To address these questions, we developed three versions of a mo-
bile learning app as a study tool. We focused on designing a realistic
scenario that is feasible (albeit not perfect) with current technology.
Version 1 auto-generates learning material with state-of-the-art
computer vision. Namely, it creates German case grammar exer-
cises based on objects detected in photos that learners create from
their everyday contexts (auto-personalized). Version 2 includes the
same learning material but delivers it through learnersourcing1, i.e.,
it is not personalized to the learner context (auto-learnersourced).
With Version 3, we assess how our auto-generation method fares
in comparison to manually generated learning material. As in Ver-
sion 2, the learning material is based on the learnersourced photos
taken in Version 1, but this time, the learning exercises are manu-
ally created (manual-learnersourced). Subsequently, we conducted
a two-week between-subject user study with 64 participants where
we evaluated how participants perceived the di�erent types of
learning material after repeated use. Additionally, we measured
usability and user activity (added �ashcards and app interaction)
and administered a short pre-test and post-test for German. As a
�rst step, we veri�ed if the (personalized) auto-generation a�ected
these latter measures in comparison to our manually sourced con-
trol and found no signi�cant di�erences between the three versions.
However, personalization actually had a negative impact on the per-
ceived quality of learning materials: perceived correctness, quality,
and relevance were comparable in both learnersourced conditions,

1Crowdsourcing by a community of learners

but signi�cantly lower in the personalized condition. We followed
up on this �nding with a correctness analysis of the auto-generated
material, which showed that some, but clearly not all, of the auto-
generated material was as good as the human-generated material.
In particular, there were several instances of �ashcards where the
auto-generated material was generally correct but too imprecise
(e.g., referring to “packaged goods”) or where the detected objects
were not salient elements of the depicted scene.

Taken together, our �ndings indicate that learners may have
higher expectations towards the learning material when it is per-
sonalized and that the additional e�ort for personalization can
impact the overall experience. The bene�ts of content personaliza-
tion that are often observed in learning could not compensate for
this. Accordingly, we summarize recommendations for researchers
and designers of future learning experiences. Notably, because the
performance of AI algorithms will not be perfect in the near fu-
ture, imprecision and a lack of saliency will continue to negatively
in�uence quality perception. Therefore, we recommend applying
case-based mitigation strategies, namely feedback mechanisms and
crowd strategies.

To summarize, we (1) developed a personalized learning app
with state-of-the-art methods for auto-generating context-based
learning materials. (2) With this tool, we studied perceived qual-
ity in a real-life setting and identi�ed challenges such as e�orts
and expectations. (3) We summarize our lessons learned as design
recommendations. Altogether, we contribute to research on context-
based personalization e�ects in AI-supported learning and to the
iterative development of auto-generated materials for learning.

2 RELATEDWORK
This section summarizes prior work that motivates context-based
content personalization in learning, including crowdsourced and
automated approaches to content generation. Moreover, we discuss
how people’s perception of AI-generated content could in�uence
learning with automatically personalized content.

2.1 Context-Aware Content Personalization for
Learning

Personalized and adaptive learning can be bene�cial for learning
performance [47, 66] and increase individual motivation to learn
[26, 29]. In this work, we focus on content personalization based on
extrinsic [54] context factors such as the learner’s location, elements
in their surroundings, or media they consume (as opposed to intrin-
sic factors such as the learner’s cognitive state). Thus, we follow a
context-aware learning approach [32], where learning is situated in
the personal learner context by selecting, adapting, or generating
learning content. Context-aware approaches are well-suited for
language learning because learners can experience language in an
authentic setting [39] and because contextual relevance fosters sit-
uational interest or even individual interests, which are important
motivational factors for learning [26].

Prior work has explored di�erent context characteristics as trig-
gers for content personalization. Below, we summarize empirical
�ndings and key considerations for location-based, object-based,
and media-based personalization that guided our implementation.
In the domain of location-based personalization, Edge et al. [19]
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derived contextually relevant vocabulary via Foursquare. This in-
creased the variance of locations where learners studied in com-
parison to frequency-based vocabulary suggestions. Hautasaari
et al. [22] additionally found bene�ts for vocabulary recall when
audio-based vocabulary was presented in situ.

Object-based approaches integrate concrete elements of the
learner’s environment into the learning process. For example, a
common practice for novice language learners is to attach sticky
notes to objects around the house2. There are also automated ap-
proaches, such as an augmented-reality system proposed by Ibrahim
et al. [33] that annotates real-life objects for vocabulary. In a user
study, this improved performance on recall tests in comparison
to �ashcard-based learning. However, a similar system that gen-
erated case grammar exercises from detected objects showed no
improvement over non-personalized content [17]. There are also
multimodal systems such as SCROLL, where learners can create and
annotate learning items from life-log photos in a semi-automated
manner Ogata et al. [44].

Media-based personalization includes approaches that individu-
ally propose media learning material or adapt media for learning.
For example, Coleman and Hine [9] used Twitter posts as a source
of authentic target language sentences on a topic of the learner’s
choice. Labutov et al. [37] applied data-mining techniques to extend
textbooks with content available online, enabling learners to ac-
quire more information on topics they are interested in. Trusty and
Truong [55] replaced words in texts on websites that users visited
with target-language words. Thus, the learning material was per-
sonalized to the context of the media that learners selected. Their
user study showed evidence of vocabulary learning. Similarly, an in-
teractive browser extension by Meurers et al. [43] created grammar
exercises in several languages within website texts; however, this
system was not evaluated with users. Rüdian et al. [50] explored
using auto-correction tools can provide feedback on errors in texts
that learners write but found that it was not yet widely applicable
for language learners.

In this work, we opted for object-based personalization because
it is particularly suitable for interactive approaches where learners
themselves select contents they are interested in. Notably, we use
photographs that learners in our experimental group take, i.e., a
visual representation of their context, including objects in their sur-
roundings. Moreover, the photographs are suitable for generating
authentic multimedia learning material that combines visual and
verbal information for improved memory processing [42]. Finally,
the sense of autonomy and ownership in asking learners to provide
photographs as input is likely to bene�t the connection to prior
knowledge [60].

2.2 Creating Context-Aware Personalized
Learning Material

The better the learning materials are matched to an individual
learner, the more likely it is that personal goals and interests can be
satis�ed. On the other hand, an increasing degree of personalization
demands scalable solutions that are computationally feasible with-
out increasing extraneous load [59]. Below, we summarize related

2see, e.g., https://www.babbel.com/en/magazine/language-learning-with-sticky-notes,
last accessed 2023/05/04

work on the two approaches we follow in this paper: crowdsourced
learning (in our case, “learnersourcing”) and auto-generation.

In learnersourcing, individuals contribute to the overall repos-
itory of available learning material [24, 62]. Key advantages of
learnersourcing are that the e�ort for each individual contributor
is small and that learners can actually learn while creating content
[11]. However, personalization is limited because the content is not
explicitly matched to an individual learner. Examples of learner-
sourcing include student-generated collections of questions [3] or
crowdsourced explanations [65] and are supported by sharing plat-
forms such as the Anki �ashcard repository3. Lee et al. [38] studied
promoting situatedness in learnersourcing, e.g., through authentic
roles and micro-tasks in a realistic setting such as website creation.
Abou-Khalil et al. [1] recommend vocabulary items to migrants
that other migrants in similar situations have logged. And Weir
et al. [62] ask learners to label subgoals in video-based learning. As
in any crowdsourcing scenario, quality control is essential to avoid
that learners work with erroneous material [13]. Typical methods
for quality assessment include self-assessment based on a set of
criteria, peer rating, and algorithmic checks. When the quality as-
sessment is well done, learning outcomes can match those achieved
with material collected by instructors [61, 62, 65].

Automated content adaptation or generation further decreases
the e�ort for personalized content authoring. They often apply
rule-based or more advanced algorithms, e.g., natural language pro-
cessing (NLP), computer vision, or location and activity recognition.
NLP approaches include the text-based personalization methods
mentioned above (e.g., [37, 43, 55]). Computer-vision projects used
object detection [16, 31, 57], reverse image search [52], or caption
generation [21] to generate learning content. Other projects created
environment-based grammar exercises but relied on �xed object
markers [17] or a limited set of prede�ned objects [18]. Some per-
sonalization mechanisms are automatically triggered (e.g., at timed
intervals [22] or through RFID tags attached to objects [4]). Others
require simple user input (e.g., a search term [9] or selection in a
camera preview [17]) to trigger generation processes.

In this paper, we follow a user-triggered approach because it
balances relevant results and required e�ort on the user side. In
addition, a sense of learner autonomy can foster intrinsicmotivation
for learning [49, 56].

2.3 Perception of AI-Generated Content
Auto-generating (personalized) learning content also has impli-
cations for the learners’ experience. Notably, whether an AI or a
human executes an action in�uences how people assess the perfor-
mance [8, 27]. In the context of personalized learning, this means
that the learners’ perception of auto-generated content may be
di�erent from that of manually curated materials. Consequently,
whether or not learners are willing to work with auto-generated
content depends not only on objective performance metrics (e.g.,
quanti�ed grammatical correctness) but also on the perceived qual-
ity and quality expectations. Past studies have assessed the user
perception of auto-generated content in related domains. For ex-
ample, in a study by Chiarella et al. [8], artworks were often rated
as less aesthetically pleasing when described as AI-generated than

3https://ankiweb.net/shared/decks/, last accessed 2023/02/02
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when attributed to a human artist. In addition, a study in the news-
writing domain showed that AI-written articles were considered
more credible but less readable [20]. The perception of AI-generated
content also depends on prior expectations: Hong et al. [28] showed
that the attitude towards creative AI was generally positively corre-
lated with liking the auto-generated content. However, they could
also observe expectancy violation e�ects [7]. Speci�cally, partici-
pants who were positively surprised by an AI’s compositions gave
better ratings (violation) than those who had already expected good
results (con�rmation) and vice-versa. We expect that similar e�ects
play a role in this work.

3 PHOTO FLASHCARDS: CONCEPT AND
IMPLEMENTATION

As a reference implementation and study tool for learners’ per-
spectives on auto-generated personalized learning content, we de-
veloped the Photo Flashcards4 app. We implemented three vari-
ants for the conditions auto-personalized, auto-learnersourced, and
manual-learnersourced, respectively. The auto-personalized version
app creates authentic content for language learning by captioning
photos that learners take, using a state-of-the-art object detection
and image classi�cation service. It then generates �ashcards with
multiple-choice options for learning German case grammar from
image captions. Thus, it provides a means for learners to choose con-
tent that they personally �nd interesting. The auto-learnersourced
and manual-learnersourced versions assemble digital �ashcards cre-
ated in the personal version and provide them to other learners
as crowdsourced content. This means that the choice of content is
limited, but the e�ort for adding it is lower, as users do not need to
actively decide on a motif and take a picture.

Version 1: Personalized Content with Auto-Generation. Flashcards
are generated from photos that a user takes from within the mobile
app. We process the image and create multiple-choice questions
using a variety of caption templates. The overall process for quiz
generation is as follows:

(1) Flashcard generation is triggered with a button in the �ash-
card overview. This opens a camera preview where learners
can take a photo. This photo is sent to our server (without
metadata such as camera model or location data).

(2) The server forwards the photo to a computer vision service,
which detects objects, and, in case no objects are found,
also retrieves labels that characterize the overall scene or its
elements.

(3) The server ranks the detected objects or image tags by con-
�dence levels. If at least two di�erent objects are found, a
heuristic algorithm also determines their relative position
from the objects’ bounding boxes to create more varied ex-
ercises.

(4) The server selects a random caption template and �lls it with
information about the detected objects or image tags.

(5) The caption is automatically translated from English to Ger-
man to obtain a grammatically correct caption in the target

4The source code for the auto-personalized version is provided as supplementary
material

(a) Flashcard List View (b) Training View

Figure 2: Screenshots of the Photo Flashcards app with �ash-
cards for learning German case grammar.

language. In a few cases, the translations are changed to
more commonly used phrases and less formal expressions.

(6) The server generates multiple-choice options from the trans-
lated caption by omitting an article. The provided options are
alternative articles (de�ned or unde�ned). In some cases, we
also omit the word preceding the article to accommodate for
contractions (e.g., “von dem” is usually shortened to “vom”).

(7) The generated multiple-choice quiz is then returned to the
user’s smartphone and displayed on the device along with
the selected photo. Table 2 shows exemplary results.

All created �ashcards are presented in a list overview (see Fig-
ure 2a), and there is also a detail view for each card. Following the
example in [17], the caption templates target German case gram-
mar. The German language uses four cases, which indicate subjects,
(in-)direct objects, and possessive constructs. With the case, both
unde�ned and de�ned articles adjust (e.g., a word with neutral
grammatical gender has the article “das” in the nominative case
and “dem” in the dative case). Currently, we employ 19 di�erent
templates asking for articles in the correct grammar case to be
inserted in di�erent places. Exemplary templates are “The picture
shows a(n) <object1> and a(n) <object2>” and “I see the <object1>”.
By rede�ning the caption templates, the app can easily be adapted
for other languages and topics.

Version 2: Learnersourced Content with Auto-Generated Captions.
Instead of requesting a camera image, adding a �ashcard in the
crowdsourced variant of the Photo Flashcards app means that learn-
ers choose from a set of 200 already pre-processed photo + caption
�ashcards retrieved via the personal version. Selected items are
added to the personal library. All other interaction remains the
same, and the quality of the content is identical to Version 1.
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Version 3: Learnersourced Content with Manual Captions. This
version provides the images retrieved via the personal version with
a human-generated caption and multiple-choice exercise. It served
as a benchmark for the auto-generation. We used the same 200 im-
ages as for the auto-learnersourced version, and all user interaction
was the same. Two researchers formulated captions in a similar
style to the caption templates, and the �rst author translated them
and transformed them into exercises.

Training and Additional Features. To measure recall and engage-
ment with the app, we added a revision feature: Users can start
a training round, where a random selection of multiple-choice
quizzes [5] for their �ashcards is presented one after the other
(see Figure 2b). By setting the number of questions per round to
15, we follow a microlearning approach [30]: learning content is
divided into small units that can be completed in short learning
sessions and, therefore, allow �exible scheduling. At the end of a
training round, the app presents a summary of the performance in
the current round. Besides the training, additional features include
a performance history view displaying the number of cards added,
the average number of attempts per quiz, and the time elapsed since
the last training round. Daily push noti�cations with the message
“Add new cards to continue with the Photo Flashcard Study” remind
learners to keep participating in the study. With these features, we
aim to increase overall engagement.

Implementation Details. The client system was implemented as
an Android app and runs on devices with Android 6 or newer. It is
supported by an Express server that provides the quiz generation
functionality, launches the requests to object detection and transla-
tion APIs, and anonymously logs requests as well as the interaction
with the app. For object detection and tagging, we currently use
the Google Vision API5, a top-rated system for image recognition6.
The Translate API7 is used for translating sentences to our target
language. We found these algorithms to be reliable overall, but the
app is designed such that APIs can easily be exchanged. In order to
ease the learners’ familiarization process, we further included nine
prede�ned �ashcards.

4 USER STUDY
We evaluated the user perspective on personalized auto-generation
of learning materials in an in-situ study with a mixed-methods
between-groups design. The study was conducted using the online
survey platform Proli�c8. Group A used the personal version of
the Photo Flashcards app, i.e., they created �ashcards from pho-
tos taken while using the app (auto-personalized condition). Par-
ticipants in Group B (auto-learnersourced condition) and Group C
(manual-learnersourced condition) could choose �ashcards based on
the photos taken by participants of Group A. Thus, the type and
quality of �ashcards were identical in auto-personalized condition
and auto-learnersourced condition, but only the participants in the
auto-personalized condition were able to generate �ashcards from
their own environment. On the other hand, adding �ashcards in the

5https://cloud.google.com/vision, last accessed 2023/02/03
6https://www.per�cient.com/insights/research-hub/image-recognition-accuracy-
study, last accessed 2023/02/03
7https://cloud.google.com/translate, last accessed 2023/02/03
8https://proli�c.co, last accessed 2023/02/02

auto-learnersourced condition and manual-learnersourced condition
was a simpler and potentially faster process overall. We opted for
an in-situ study because we were particularly interested in real-life
usage scenarios and user experiences after repeated use [36], even
though this can introduce confounds [48].

4.1 Measures
We collected data via a pre-study and a post-study questionnaires
and the app usage logs. Demographic information was collected via
Proli�c. For RQ1—validity of the auto-generation—we measured
the usability, user engagement, and performance in German tests
with the three versions of the app. Usability was measured with
the System Usability Scale [6] and with open-ended questions on
what learners liked or disliked. User engagement was derived from
app usage activity, notably the number of added �ashcards and
the number of training sessions. Prior knowledge of German was
assessed with a translation task, and post-intervention knowledge
with an image description task. For RQ2, we asked learners to rate
the perceived quality (correctness, understandability, and relevance)
of the learning material with 5-point Likert scales. A full list of
questionnaire measures can be found in Appendix A.

4.2 Procedure
As the photos taken in the auto-personalized condition were uti-
lized as input for the auto-learnersourced condition and manual-
learnersourced condition, the study was organized in two phases,
starting with the auto-personalized condition. In all conditions, the
�rst step for participants was to read and consent to the study
information and our data processing guidelines on Proli�c before
downloading the Photo Flashcards app from the Play Store. When
they �rst opened the app, they were asked to enter their Proli�c
ID and to �ll in a short pre-study questionnaire asking about their
prior experience with German and mobile language learning. In
addition, they completed a short translation exercise and viewed
an introduction to the main features of the respective version of
the app. On submitting the form, the remaining UI of the app was
unlocked, and participants used the app at their own pace. They
could add new �ashcards, view �ashcards, and complete training
rounds based on the existing cards whenever and as often as they
wanted. In the auto-personalized condition, participants took photos
with the app to trigger �ashcard generation (cf. Figure 3). Before
processing a photo, we asked them for permission to store and use
it for subsequent steps of the study. In the auto-learnersourced con-
dition and manual-learnersourced condition, participants could add
photo �ashcards by choosing them from a prede�ned list compiled
from the auto-personalized condition photos we were allowed to
use9. After approximately two weeks of app usage, the participants
received an invitation for the post-study questionnaire.

The study procedure adhered to ethics standards at our insti-
tution, and we obtained ethics approval. The questionnaires are
provided as supplementary material.

9Overall, there were 412 �ashcards, and we were granted permission for using 403
of these. We manually removed all photos and that showed identi�able people, were
completely blank, or looked identical to another photo. Finally, we randomly capped
the list to 200 photos.

https://cloud.google.com/vision
https://www.perficient.com/insights/research-hub/image-recognition-accuracy-study
https://www.perficient.com/insights/research-hub/image-recognition-accuracy-study
https://cloud.google.com/translate
https://prolific.co
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Figure 3: Overview of the between-groups study procedure. The photos taken by participants in the auto-personalized condition
were used as input for the auto-learnersourced condition and the manual-learnersourced condition, hence the auto-personalized
condition was run as the �rst condition.

4.3 Participants
Participants were recruited via Proli�c. We �ltered potential partici-
pants to users with Android devices and conducted a pre-screening
to identify people that had studied German for at least three months
and had a general interest in learning the language. The 64 data
sets used for analysis only include participants that added at least
one photo so that we could be sure that they had actually used
condition-speci�c features of the Photo Flashcards app. These com-
prise 24 participants in the auto-personalized condition, 17 in the
auto-learnersourced condition, and 23 in the manual-learnersourced
condition. For two participants, the pre-study questionnaire was
not recorded correctly, and another two participants did not com-
plete the post-study questionnaire. They were excluded from the
respective analyses.

Eighteen participants identi�ed as female, 45 as male, and data
for one participant wasmissing (auto-personalized condition: 6f/18m;
auto-learnersourced condition: 5f/11m/1na; manual-learnersourced
condition: 7f/16m). Their ages ranged from 18 to 62 years (" =
28.4, (⇡ = 11.3). The most frequent native languages were Polish
(18) and English (17). The self-assessed level of German on the
European reference scale10 (CEFR) was predominantly A1 and A2,
i.e., at a beginner’s level (88.7%). Six participants selected B1 (4 in
the manual-learnersourced condition, 2 in the auto-learnersourced
condition), and one manual-learnersourced participant selected C1.
The absolute German knowledge did not have an impact on our
analyses, as we only measured relative changes and never compared

10https://www.coe.int/en/web/language-policy/cefr, last accessed 2023/02/02

absolute German knowledge. Participants were compensated with
£2.70 for participating in the surveys posted on Proli�c and a bonus
of £8 if they added a new photo (i.e., �ashcard) on at least 12 days.
Forty-two participants received the full payment of £10.70.

5 RESULTS OF THE USER STUDY
For quantitative results, we report Bayes Factors ⌫�" of Bayesian
ANOVAs, showing the likelihood of the data under a model in-
cluding the independent variable in comparison to the null model.
In other words, this is the probability of including the indepen-
dent variable when modeling the data. We add Bayesian post-hoc
tests, where ⌫�10 > 1 indicates that the alternative hypothesis
�1 is more likely than the null hypothesis �0, while ⌫�10 < 1
indicates the opposite [58]. Using a Bayesian approach allows us
to analyze the results in an exploratory fashion, comparing the
likelihood of di�erent models. The Bayes Factors also re�ect un-
certainty caused by factors such as small sample sizes [35]. As a
reference, we additionally report frequentist ANOVAs. When a Lev-
ene’s test indicated a violation of homogeneity, we applied a Welch
correction. For isolated Likert-scale items, we use Kruskal-Wallis
tests with Games-Howell post-hoc tests. All tests were computed
with JASP [34]. Moreover, we include participant quotes from the
questionnaires that showcase opinions or possible explanations
for individual ratings on aspects such as ease of use. Here, we use
consecutive participant numbers with the pre�x “P” for the auto-
personalized condition, “L” for the auto-learnersourced condition, and
“M” for the manual-learnersourced condition.

https://www.coe.int/en/web/language-policy/cefr
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Figure 4: Distribution of the number of added �ashcards.

5.1 RQ 1: Validating the Auto-Generation
First, we compare the two app variants with auto-generated ma-
terial against the one with manually generated material, with a
focus on usability, user engagement, and performance gains from
the language pre-test to post-test.

Usability. Overall, the Photo Flashcards app was considered easy
to use in all conditions. The personal version of the app obtained
a slightly lower average SUS score than the auto-learnersourced
(⌫�10 = 1.058) and manual-learnersourced versions (⌫�10 = 2.376;
see Table 1). There were 21 explicit mentions of the ease of use in the
post-study questionnaire (seven in the auto-personalized condition).
One di�erence in the interaction that may have contributed to the
di�erent scores was the number of steps from opening the camera or
picture chooser to the display of the �nal �ashcard (interaction time
+ server processing). Thismeans that the overall process for adding a
�ashcard in the auto-personalized condition took longer than adding
a pre-processed �ashcard. Moreover, for some pictures, it was not
possible to create �ashcards because a server bug prevented the
correct parsing of captions already in use for another image.

User Engagement. We counted the number of �ashcards and the
number of training sessions that participants started as indicators
of engagement. Quantitative results of these measures are sum-
marized in Table 1. Overall, during the study period, the study
participants added 1,816 �ashcards. Figure 4 illustrates the distribu-
tion of added cards per participant. There were no clear di�erences
in the number of �ashcards added in each condition. On the other
hand, there was strong evidence indicating that the number of
training sessions per day in the auto-personalized condition was
lower than in the auto-learnersourced condition (⌫�10 = 6.820) and
the manual-learnersourced condition (⌫�10 = 2.918). Because of a
logging error in the �rst two conditions, we were not able to capture
the overall usage time.

Performance in German Tests. To assess learning e�ects, we com-
pared normalized scores in the German tests before and after app
usage (between 0 and 1, where 1 was perfect performance). The
tests after app usage were slightly more di�cult as they required
free recall instead of translation; this explains the negative mean

value in themanual-learnersourced condition. Overall, changes were
small, and we could observe no di�erence between the conditions.

5.2 RQ 2: Personalization and Perceived
Flashcard Quality

The app variant was an important predictor of perceived correct-
ness at ⌫�" = 33.380 and understandability at ⌫�" = 6.340, and
lower for relevance at ⌫�" = 1.302. Post-hoc tests showed that the
correctness and relevance of �ashcards were rated highest in the
auto-learnersourced condition and lowest in the auto-personalized
condition, while understandability was highest for the manual-
learnersourced condition (see Figure 5). For example, P22, who had
rated the correctness as bad, commented that “the worst thing
about the app was the A.I. Image Recognition, I often had to check
whether the word the A.I. generated was correct”. Another partici-
pant pointed out that the “quizzes could be more about the object
presented in the photo” (P14). Several participants felt that the au-
tomatic generation process was not good enough (e.g., P2, P10, P22)
or that the variety of questions was too limited (e.g., P22). In the
auto-learnersourced condition, L11 recommended “using better qual-
ity photos and mak[ing] the text more evident and understandable.”
Similarly, L17 remarked that the quality of some of the proposed
images was rather low.

5.3 RQ 3: Opportunities and Challenges
The participants’ responses to the open-ended questions illustrate
what learners generally think about (personalized) auto-generation
and how they engage with their variant of the Photo Flashcards
app, but also what needs to be improved before adopting such an
app in everyday life.

Comments on the Concept. Eleven of the 24 participants in the
auto-personalized condition explicitly mentioned that they liked
the overall idea of creating their own �ashcards. For example, P13
explained that “the experience [is] really customized and personal
with the addition of your own photos” and P9 that it is “like a
game, you can learn [while] you are having fun” (P9). P21 found
the “idea of making pictures [...] amazing”, as it “makes studying
better” and “makes you actively learn about your surroundings.” P3
described the app as “one of the best systems [they] used to learn.
It combine[s] learning with fun and doing photos.” P22 considered
the app “a nice addition” but felt that it “cannot replace other learn-
ing methods.” P9 suggested “topics [that] can be �lled [...] with
relevant photos.” In the auto-learnersourced condition and manual-
learnersourced condition, six participants said that they liked the
visual focus of the app and the associations of words with objects.

Usage Patterns. An essential part of understanding engagement
with the app is the type of content they add and in what situations
they do so. For example, participants mentioned situations where
they wanted to know the names of an object (P20, P22, M19), ev-
eryday objects (P13, L17, M7), or random objects (P38, L4, M10,
M11). These choices are also re�ected in the motifs: in the auto-
personalized condition, 76.5% of photos we could analyze showed
everyday objects, followed by outdoor scenes (10.9%), food (7.4%),
and pets (3.0%).
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Figure 5: “Howwould you rate the quality of the generated quizzes regarding their correctness, understandability, and relevance?”
– Perceived quality of the auto-generated and human-generated �ashcards, including post-hoc Bayes Factors and signi�cance
markers for Games-Howell tests.

Table 1: Mean average, Bayes Factors indicating the likelihood of the data under a model including the factor condition,
and ANOVA results of engagement, learning, and usability values obtained in the auto-personalized condition, the auto-
learnersourced condition, and the manual-learnersourced condition.

auto-personalized auto-learnersourced manual-
learnersourced

M SD M SD M SD

Added �ashcards 17.2 20.9 28.6 25.7 39.9 84.2
� (61) = 1.050, ? = 0.356, [2 = 0.033 ⌫�" = 0.289

Training sessions per day 0.28 0.27 0.63 0.51 0.58 0.56
� (32.265) = 5.205, ? = 0.011, [2 = 0.113 ⌫�" = 2.318

Change in normalized German test
score

0.17 0.35 0.04 0.26 -0.01 0.25

� (57) = 1.97, ? = 0.149, [2 = 0.065 ⌫�" = 0.594

System Usability Scale 71.8 12.3 79.3 14.4 80.2 11.9
� (59) = 2.792, ? = 0.069, [2 = 0.086 ⌫�" = 1.047

Feature Suggestions. For future developments, eight participants
requested English translations as an additional feature, as this would
improve their understanding of the captions. P19, L4, and L7 would
add pronunciation support, and P18 and L13 missed grammar expla-
nations. Some participants wanted to see more interactivity, such
as the ability to create their own cards (L4, M7, M12, M13) and
the ability to provide feedback (M2). L4 would like to have �ash-
cards sorted by category. When adding cards, photos already in use
should be �ltered out (L3).

6 TECHNICAL EVALUATION OF THE
FLASHCARD GENERATION

To gain additional insights into how well the personalized auto-
generation worked from a technical perspective and to follow up on
the points raised in Section 5.3, we performed an in-depth analysis
of the �ashcards collected during the user study. These �ashcards
provided us with authentic examples of photo �ashcards that learn-
ers generate from their environment.

We assessed the 403 �ashcards that were successfully created
from the photos that participants in the auto-personalized condition
took and that we were granted permission to store. Speci�cally, we
analyzed the object detection results, the match of captions and
images, and the caption translations. Thus, we analyzed the perfor-
mance of the object detection in a real-world use case rather than
on existing data sets commonly used for evaluation. We manually
checked the �nal �ashcards for all available photos based on a �xed
list of criteria for the correct detection of objects, their salience in
the picture, and the computed relative position (if applicable). In
the second step, we checked if the translation of the caption still
matched the photo.

Table 2 gives an overview of the �nal captions shown on the
�ashcards. Correct and salient comprises all �ashcard captions with
a correct caption that matches the image well. To ful�ll this cri-
terion, all objects detected in a picture must be salient objects in
the scene. If several objects are included, their relative position
must be correct. Similarly, image labels included in the caption
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Table 2: Quality classi�cation and example images of auto-generated captions (translated to English)

Correct & Salient Correct & Not Salient Correct & Imprecise Incorrect

189 (46.9%) 23 (5.7%) 21 (5.2%) 170 (42.2%)

What do you see in the picture? I
see a houseplant.

Here you can see a toy and a
computer keyboard.

What is behind the headphones?
There are packaged goods.

What a beautiful grooming
trimmer!

The candle is in front of the stu�ed
toy.

The picture shows a car. I would describe this image as an
image of a concrete.

Do you see the shoe in this picture?

must match the scene (e.g., “landscape”). Correct, but not salient
refers to captions where one or more objects were correctly de-
tected, but a human would most likely not consider them the most
relevant items of the scene. Correct, but imprecise captions contain
generic descriptions, e.g., “packaged goods” or “luggage & bags”.
In addition, some sentences contained countable versions of words
that are often used as mass nouns (e.g., “fruit” better matched the
context than “a fruit”). Whenever an error occurred in the process,
we labeled the caption as Incorrect. This includes incorrect object
detection, wrong translations (8 instances), grammar mistakes (6
instances), or capitalization (2 instances).

7 DISCUSSION
Research in psychology and pedagogical sciences readily attest to
the importance of interactive learning material that is personally
and contextually relevant [26, 42, 47]. Auto-generation is a promis-
ing approach to reducing the immense e�ort required to personalize
such material. Our study shows that arti�cial intelligence methods
such as computer vision and automatic translation can generate
material for language learning and that it comes close to manually
prepared material in terms of usability, engagement, and short-term
learning performance (RQ 1). However, it also reveals that personal-
ization may actually harm perceived quality if the generation does
not live up to users’ expectations (RQ 2). Participant statements and
an in-depth analysis of the generated material provide insights into
the opportunities and challenges of personalized auto-generation

(RQ 3). Below, we discuss these �ndings in more detail and sum-
marize our lessons learned as design recommendations for future
systems.

7.1 Context-Aware Personalization in
Auto-Generation for Learning

Contrary to our assumptions, learners did not bene�t from person-
alization in our scenario. We discuss the learners’ expectations and
e�ort as two possible reasons.

Personal relevance a�ected the perceived quality of auto-generated
learning material. Learning material derived from personal photos
was rated lower for correctness, relevance, and understandability
compared to non-personal learnersourced photos, even though the
actual material was identical. There are at least two explanations
for this. The personal signi�cance of one’s own photos could bias
how one describes the image, resulting in greater dissonance with
an auto-generated description. In addition, there may have been
an expectancy violation [7, 28]: learners may have higher prior
expectations of object detection performance for images they are
personally familiar with and were subsequently negatively sur-
prised by the detection results. Learners who only chose a picture
may have had lower expectations, and therefore, their evaluation of
the result was less negative. In our scenario, we further identi�ed
several instances of picture series showing the same motif, which
suggest that participants were unhappy with the initial results. So
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while participant liked using their own photographs, the gener-
ated materials were not deemed su�cient for improved learning or
engagement.

Creating personal �ashcards requires e�ort. Another reason may
be the required e�ort. Adding �ashcards required more active en-
gagement in the auto-personalized condition, as selecting a motif
and taking a picture requires more steps and more decisions than
scrolling through a list and tapping on an existing item. Future
projects should minimize the perceived e�ort required to create
personal learning content to avoid compromising interest [2]. In
Section 8, we list two concrete recommendations, namely batch
processing and themed challenges.

7.2 Lessons Learned from the Deployment
Our app extends the space of auto-generating material for learning.
And while it was su�cient for studying personalization challenges
(RQ 1), it is by no means a perfect solution. Through the in-situ
deployment of the Photo Flashcards app and the technical analysis,
we also gained insights into challenges and opportunities (RQ 3).

Quality varies, and learners cannot always tell. The �ashcard gen-
eration varied from very low to very high quality. However, learners
often lack the language pro�ciency to detect mistakes in incorrectly
generated captions. Compared to human-generatedmaterials, learn-
ers perceived auto-generated non-personalized learning materials
to be equally relevant and correct, albeit less understandable. So
while the auto-generated material may be su�ciently relevant and
correct from a learner’s perspective, verifying material quality is
essential, especially in light of the fact that incorrectly remembered
information can persist even when it has been revoked (continued
in�uence bias; [40]). This raises two challenges: identifying and
dealing with low-quality results. We discuss possible strategies for
this in Section 8. More broadly speaking, this is related to current
discussions in human-AI interaction and human-centered AI that
also highlight iterative and collaborative approaches as a solution
to work with imperfect AI algorithms (e.g., [53, 63]). Furthermore,
the interaction patterns we observed where learners took multi-
ple similar pictures resembles prompt re�nement in working with
large-language models [12] or exploratory search patterns [64] to
gradually approach targeted results. Similarly, the image generation
model DALL·E11 automatically proposes several results that users
can pick from.

Translation engines can iron out inconsistencies. The fact that
popular CV algorithms are almost exclusively trained with English-
language labels means that translations are required. However, in
our case, the translations were actually useful because the Trans-
late API proved robust with respect to inconsistencies (e.g., “a”,
“an”) in our sentence construction, as the Translation API was ro-
bust to such errors. Thus, the translations worked exceedingly
well—with very few exceptions. Of course, this may be di�erent for
languages that are less similar than English and German. On the
learner side, adding translations to the quizzes—which some partic-
ipants requested—could also serve as a means to identify incorrect
captions.

11https://openai.com/blog/dall-e/, last accessed 2023/02/02

7.3 Limitations
The current study explored the possible contribution of automated
content generation towards mobile-assisted personalized language
learning. In other words, it is intended to innovate a procedural
step of mobile-assisted language learning. We assumed that this
automated procedure could reduce the e�ort of personalization
and mitigate moments of low participant motivation, which has
been reported even with the use of popular language learning apps,
such as Duolingo [41], as well as make the content more personally
relevant. While personalized content has been shown to facilitate
individual interest and motivation [25, 59], we found e�ort and
expectations to be limiting factors. The current work is also lim-
ited by the constraints and challenges of the in-situ deployment.
While it enabled us to study learner experiences in a realistic usage
scenario, a longitudinal study will be required to investigate the
impact of automatically generated �ashcards with context-aware
personalization on learning and to validate the user experience and
engagement in comparison to traditional methods. In addition, we
compared the automated procedure to a manual caption approach.
However, we did not provide a comparison to personalized man-
ually generated material: this would have introduced time delays
required for the individual processing and, consequently, would
have additionally in�uenced the user experience.

8 RECOMMENDATIONS FOR USING
CONTEXT-AWARE AUTO-GENERATED
LEARNING MATERIAL IN PRACTICE

To address the challenges mentioned in the discussion, this sec-
tion summarizes recommendations based on the study results and
lessons learned during the development and deployment.

Balancing correctness and personalization. To balance the correct-
ness of learning material and the load on learners and instructors,
a possible solution could be crowdsourced support. We suggest
aligning material with the learners’ level of pro�ciency through
a network of peer and instructor support. In detail, we propose
a multi-step assessment and correction based on the quality cate-
gories derived in Section 6. The �rst step is the categorization. This
should be performed by an instructor or native speaker but can
be completed within seconds. Following the initial assessment, the
learning material can then be treated as follows:

• Correct and salient: No action necessary. The material can
be used as is.

• Correct, but not salient: No action necessary for high-
pro�ciency learners. We expect that they can integrate the
information with their prior knowledge. For beginners, the
material could be annotated. For example, the bounding
boxes of detected objects could be highlighted to clarify
references. If not already provided by the CV algorithm, these
can be automatically proposed [23] and manually con�rmed.

• Correct, but imprecise: No action necessary for high-pro-
�ciency learners. For beginners, we see two main oppor-
tunities: (1) leveraging the crowd to propose alternatives
(e.g., replacing “animal” with “cat”), (2) providing a feedback
channel by annotating the material (e.g., with a translation
to the learner’s native language).

https://openai.com/blog/dall-e/
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• Incorrect: This is the most urgent category that demands
correction by an instructor or native speaker. Once a critical
mass of users has been reached, this could be approached
with concepts as employed by Be My Eyes12: native speakers
could caption images for learners.

Furthermore, we recommend primarily using already veri�ed
learnersourced items for beginners and personalization mostly for
high-pro�ciency learners. Ultimately, with such a pipeline in place,
we hope that this can re-establish the added value typically found
for personalization in learning [47].

Interaction design for lower perceived load. The perceived e�ort
for authoring �ashcards should be as low as possible [45]. In partic-
ular, suggestions and challenges could be an incentive. For example,
users could �rst take a series of photos in a spare moment, which
could then be batch-processed in the background. This would speed
up the perceived creation time. If learners lack inspiration or are not
sure what kind of photos to take, themed challenges (e.g., “�nd your
favorite items in this room” or “take a picture outside”) could serve
as an incentive to keep adding material. Another possible approach
is content generation without explicit user input, e.g., by guessing
interesting items based on eye gaze. Follow-up studies could also in-
vestigate how more e�ortful (yet personalized) approaches could be
intermixed with less e�ortful (yet more generic) approaches in sync
with the learners’ low and high periods of participant motivation.
This could be an integrative approach that would provide learners
with the bene�t of personalization as well as the �exibility to cope
with variable motivation. This could be achieved by adapting the
level of personalization to the learner’s ongoing agenda, context,
or even their circadian rhythm [14, 15].

Mitigating biases and preserving privacy. Current debates on
stereotypes reproduced by generative models stress the importance
of ethical considerations. In our case, exercises were primarily
created from objects or abstract nouns, and those that referred to
a person did not imply a gender (e.g., “person”). However, when
content generation is extended to other domains, it is essential
to assess potential biases. Crowdsourcing has also been found to
con�rm stereotypes [46], which means that it cannot be relied on
for resolving biases. Instead, active counter-strategies need to be
integrated.

Moreover, individuals must be able to control which data is
shared and with whom. For example, users should be asked before
images taken in private surroundings are shared with others. In our
app, we provided a check box to give permission before analyzing an
image. Future systems should also give the option to retrospectively
delete shared data. Data sharing could also be limited to a network
of trusted peers for small-scale crowd feedback.

Redundant information. To avoid continued in�uence biases, in-
terfaces should include a means for learners to check the quality
of generated language material (besides the mitigation strategies
listed above). In addition to translations, image search results for
detected objects would provide a simple means to do so: If the
retrieved image matches the original image, the detection is very
likely to be correct.

12https://www.bemyeyes.com, last accessed 2023/02/02

Algorithm improvements for better and more varied results. We
recommend adding salience detection to identify the most likely
regions of interest. This could be done with heuristic methods,
e.g., using the size and position of bounding boxes or with special-
purpose algorithms [10]. In addition, provisioning templates for
vocabulary and di�erent grammar concepts would enable a broader
application of captions for language learning purposes. For ex-
ample, it would be possible to generate multiple-choice quizzes
from detected objects to study vocabulary or verb forms to study
conjugation.

9 CONCLUSION
The auto-generation of learning material with AI technologies,
such as image captioning and object detection, enables personal-
ized learning experiences. At the current state of technology, varied
and su�ciently accurate material can be created. Using our mobile
app Photo Flashcards, we explored this approach to content gener-
ation with a novel computer vision system. However, our in-situ
user study with 64 participants showed that learners perceived the
quality of auto-generated learning material to be lower when it was
personalized than when it was chosen from a crowdsourced library,
even though the material in the two auto-generation conditions was
actually identical. So while the Photo Flashcards system facilitates
the personalization of learning material and follows the trend to-
wards self-directed and seamless ubiquitous learning, the perceived
quality compromised the bene�ts of personalization. Based on the
study and quality assessments of the generated learning material,
we summarize opportunities and challenges in content generation
for learning and propose design recommendations.

In future work, we plan to deploy a revised version of the Photo
Flashcards app in a real-life setting. In particular, we will focus
on adapting the user experience such that personalization actually
fosters learning. Based on our insights, wewill further explore usage
for other languages and linguistic concepts as well as potential
additional application domains, such as science education.
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A USER STUDY MEASURES

Table 3: Pre-study questionnaire: list of measures

Prior Knowledge of German

Text
entry

Please translate the following sentences without using
external aids. If you don’t know the answer, just leave
the �eld blank.

• The person is in front of the building.
• There is a cup on the table.
• I have many �owers in my garden.

Radio How would you rate your level of German on the
European reference scale?

Motivation and Experience with Language Learning

Multiple
choice

Which of these reasons best �t your motivation for
learning a language?

Radio Have you already used mobile apps for language learn-
ing (e.g., Duolingo, Busuu)?
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Table 4: Post-study questionnaire: list of measures

Perceived Quality of the Auto-Generated/Manually Generated Content

Likert matrix How would you rate the quality of the generated quizzes regarding their correctness, understandability, and
relevance?

Text entry How could the quizzes on the �ashcard be improved?

Usability

Likert matrix System Usability Scale
Text entry How could the app be improved?
Text entry What did you like about the app?

Motivation

Likert scale Adding new �ashcards from photos increased my motivation to study.

Usage Situations and Usage Patterns

Text entry In what situations would you use an app like the Photo Flashcards app?
Text entry When you added photos, what kind of photos did you select and why?
Text entry What learning strategy would you say you used during the study? For example, when did you start training

rounds?
Text entry How would you compare your learning experience with this system to other methods you have used?

Post-Test German

Text entry What can you see in the images below? Add a one-sentence description in German without using external aids.
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