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ABSTRACT
Order Picking is not only one of the most important but also
most mentally demanding and error-prone tasks in the industry.
Both stationary and wearable systems have been introduced to
facilitate this task. Existing stationary systems are not scalable
because of the high cost and wearable systems have issues
being accepted by the workers. In this paper, we introduce
a mobile camera-projector cart called OrderPickAR, which
combines the benefits of both stationary and mobile systems
to support order picking through Augmented Reality. Our
system dynamically projects in-situ picking information into
the storage system and automatically detects when a picking
task is done. In a lab study, we compare our system to existing
approaches, i.e, Pick-by-Paper, Pick-by-Voice, and Pick-by-
Vision. The results show that using the proposed system,
order picking is almost twice as fast as other approaches, the
error rate is decreased up to 9 times, and mental demands are
reduced up to 50%.
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INTRODUCTION
Humans tend to organize and store items according to the task
they are performing [16]. In the industry, organizing, sorting,
and providing items is a task called order picking. Thereby,
workers need to pick an exact number of parts from a shelf in
a warehouse and put them in designated boxes. As this task
is very mentally demanding and requires high concentration,
various approaches have been proposed to support this task.
∗The majority of the work has been conducted while he was a re-
searcher at the University of Stuttgart.
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Figure 1. A participant is picking items from a shelf. The projector cart
highlights the correct box and provides in-situ information about how
many items to pick.

Early systems used Pick-by-Paper (PbP), where the worker
can process a paper list step by step. The paper lists the name,
the quantity, location, and destination of items which should
be picked.

Also Pick-by-Vision (PbVi) systems [25] using head-mounted
displays (HMDs) have been proposed to support order pick-
ing tasks [26]. Providing different visual feedback on HMDs
such as overlaying a shelf with an attention funnel [22] or
displaying the layout of the shelf and highlighting the posi-
tion [10] has been investigated. However, it is reported that
users wearing HMDs complain about headaches and having
problems to focus [25]. It also limits the worker’s field of
view [22]. Further, such systems cannot automatically de-
tect whether the correct item is picked. Barcode scanners are
used in state-of-the-art systems to solve this problem, e.g.,
ReadyToShip1. Thereby, each picked item has to be scanned
explicitly in each step. However, holding the scanner can in-
terfere with the user’s picking task and scanning can increase
the task completion time (TCT). Fully automated approaches,
e.g., Amazon’s Kiva system2 have been developed for auto-
matically storing and picking items. But, such fully automated
warehouse systems are very expensive. Another alternative to
support order picking is the Pick-by-Light system (e.g. ULMA
Pick-to-Light3). Thereby, the supporting system is directly

1www.readytoshippicking.com (last access 03-02-2015)
2www.kivasystems.com (last access 03-02-2015)
3www.ulmahandling.com/en/picking (last access 03-02-2015)
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integrated into warehouse and does not require the worker to
wear any technology. In this approach, each position of a bin
in a warehouse is augmented with an LED. The LED indicates
where the worker needs to pick the next item from and how
many items should be picked from the bin. After items have
been picked, the worker has to confirm the pick directly at
the bin. However, integrating hardware into every bin in a
warehouse is not scalable and is therefore only used in smaller
settings. Overall, state of the art approaches have recognized
the need for step-aware in-situ support, but require stationary
hardware and advancing the steps manually.

In this paper we introduce a mobile order picking system,
called OrderPickAR, that uses cart-mounted projectors for
providing in-situ feedback during an order picking task (see
Figure 1). Furthermore, the system is step-aware by using cart-
mounted depth cameras for monitoring order picking steps
during the task. To the best of the authors’ knowledge, the
system is the first hands-free order picking system that can
automatically and implicitly detect picking steps.

The contribution of this paper is twofold: (1) We present
an interactive order picking system that provides projected
in-situ feedback for order picking tasks and automatically
monitors steps during the tasks, (2) through a user study and
comparing the proposed system with Pick-by-Paper, Pick-
by-Voice, and Pick-by-Vision, we discuss that the proposed
system reduces the mental load and the TCT compared to all
other interactive systems. Further our system reduces the
error rate (ER) compared to the Pick-by-Voice (PbVo) and the
PbVi approaches. Finally, we derive design guidelines for an
interactive system for supporting order picking based on our
participants qualitative statements.

RELATED WORK
Augmenting the real world with digital instructions using inter-
active systems has been the subject of various research. In the
following we provide an overview in relevant research areas
for presenting interactive projected information and supporting
workers during order picking.

Projected User Interfaces
Augmenting the physical world with projected content has
been around for some years. In 2001, Pinhanez [20] proposed
to augment physical objects with digital content by projecting
on them using a stationary camera-projector pair. As distor-
tion was a problem, he suggested to correct the projection
using a camera to enable a distortion free projection on curved
surfaces. Linder et al. [18] are installing a camera-projector
pair into an anglepoise lamp. In addition to displaying pro-
jected content, their LuminAR prototype is able to identify
objects that are placed inside the projection area and augment
the objects with information. With the proliferation of Kinect
depth-cameras in 2010, sensing touch on projected interfaces
became easily possible on arbitrary surfaces [28]. Their algo-
rithm was improved by Hardy et al. [11] by using KD-trees to
handle multitouch with 30 frames per seconds.

While the previous projects mainly are designed for inter-
acting with stationary projection, Beardsley et. al [3] use a
mobile camera-projector system. They are using their system

to align the projection next to unique points in the environ-
ment. Thereby, the projection can stay at a defined position
even when moving the projector. Further, they were able to
use the movement of the hand-held projector as a digital cur-
sor for interaction. Willis et al. [27] scaled using a projector
as an input device up to using multiple mobile projections
that are interacting with each other. They use an IR channel
to communicate between multiple mobile camera-projector
pairs. On the other hand, Raskar et al. [21] created a ge-
ometrically aware camera-projector system by adding a tilt
sensor and creating a 3D-mesh from the camera input. Pro-
jected images are then transformed according to the 3D-mesh
and corrected to be viewed distortion free even on non-planar
surfaces. They further used their system to project onto pick-
ing bins, however their focus was mainly on distortion free
viewing and combining multiple projectors to enable a pro-
jection in 3D space. Schwerdtfeger et al. [24] are using head-
mounted and environment-mounted laser projectors to display
information in a welding context. Their findings comprise
that head-mounted projectors are too heavy to use in long-
term tasks e.g. at the workplace. Löchtefeld et al. [19] use
a hand-held camera-projector system that can be directed at
a shelf to categorize products according to a user’s personal
profile. They are using an RGB-camera to visually identify
objects in the shelf and augment them with information. Har-
rison et. al [12] targeted a mobile scenario by mounting a
camera-projector pair on a user’s shoulder. Recently, Winkler
et. al [29] proposed a backpack-mounted solution for both
projector and depth-sensing camera in their AMP-D project.
Especially for interacting with mobile projectors, many areas
of application have been suggested. Rukzio et al. [23] provide
a comprehensive overview.

Augmented Order Picking
Systems for supporting workers during order picking and find-
ing objects have been the topic of various projects. A strand of
work has embedded cameras and projectors to the environment
to track objects and provide visual feedback. Butz et al. [5] use
a stationary camera-projector system, which is firmly mounted
at a room’s ceiling. Their system can detect books that are
equipped with visual markers automatically and later high-
light their position using the projector. Furthermore, Crasto et
al. [6] use a foreground detection algorithm to sense changes
in a bookshelf. On the other hand, Bannat et al. [1] use a
similar camera-projector setup to automatically detect when
a worker picks an item from a box during an assembly task.
While their work is mainly focusing on a manual assembly
workplace, their camera-based detection of a box’s position
gives the worker great flexibility. Li et al. [17] are using a
stationary Kinect together with computer vision algorithms to
identify picked objects based on their shape and visual appear-
ance. In their approach, the worker has to explicitly place the
object in front of the camera which results in an extra working
step and might increase in the TCT.

Another strand of work has used HMDs to deliver feedback
directly to users. Reif et al. [22] and Schwerdtfeger et al. [25]
use a modification of the attention funnel, proposed by Biocca
et al. [4], on HMDs to guide the worker to the next shelv-
ing unit. They use an optical tracking system to display the
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Figure 2. A sketch of our projector cart prototype. Two Kinect-projector
pairs are facing the wagon while one Kinect-projector pair is facing the
shelves. The projector cart can be moved freely in the isle.

funnel correctly on a HMD. It is reported that the ER can
be reduced using the attention funnel. However, the authors
also report that the weight of the HMD can disturb the worker,
the visual clutter produced by the funnel limits the field of
view, and the precise position of the HMD is crucial for the
visualization. Furthermore, content that is displayed on a
HMD could potentially block the safety-critical real-world
view [14]. This makes it difficult to deploy in industrial set-
tings. To overcome the need for a precise location of the
HMD, Weaver et al. [26] suggest to display a 2D model of
the shelf on the HMD and highlight the box to pick from in
the model. Guo et al. [10] compare this approach to a cart-
mounted display (CMD), which is displaying the 2D graphical
representation and the order picking tasks. In their results, the
2D representation that is displayed in the HMD is significantly
faster than the traditional PbP. Furthermore, their analysis also
shows that schematic representation of the warehouse on the
CMD is also favored compared to a PbP approach regarding
ER, TCT, and cognitive load.

Overall, previous work shows that assistance systems can
improve the picking performance of users but HMDs have
problems being accepted during longtime usage. Instead of
the user, we propose augmenting a picking cart with a projector
and a depth camera to project in-situ picking instructions and
automatically detect when a picking step is performed.

OrderPickAR: AN INTERACTIVE MOBILE CART
We design an interactive mobile cart for order picking tasks,
called OrderPickAR. The system is a regular order picking
cart for a classical man-to-goods system that is extended with
a top-mounted beam holding three pairs of camera-projector
(see Figure 2). Two pairs are facing the boxes holding the
processed orders located at the two sides of the cart. One pair
is facing the shelves in the warehouse containing the items

Figure 3. Arrows that are projected when the target compartment is not
in the projector’s field of view. The arrows are moving together with the
cart and showing the shortest path to the target compartment.

that can be picked. The cameras mounted on the cart are
depth cameras that monitor the boxes mounted on the cart
and the shelves in the warehouse. The projectors are used
for providing in-situ feedback by highlighting shelves to pick
items from and boxes to store the processed orders.

The field-of-view (FoV) of the cart-facing camera-projector
pairs cover all boxes that are mounted on the order picking cart.
As they are moved together with the boxes mounted on the
cart, the layout of the boxes can be predefined. In the current
version, the cart holds 49 boxes on each side (a 7 × 7 grid)
and can store up to 98 orders at the same time. Furthermore,
the height of the cart can be adjusted to the warehouse, as we
constructed the frame holding the beam to be height-adjustable.
In our configuration, the height of the cart was set to 3.38m to
perfectly cover the boxes and the height of the shelves.

For building the cart we used aluminum profiles which are
typically used in industry. The projectors facing the cart are
Acer K335 LED-projectors with 1000 ANSI Lumen. The
projector facing the shelves is an Optoma EW610ST DLP
projector with 3100 ANSI Lumen. The depth cameras are
Kinect for Windows running with a 640 × 480 resolution. At
the bottom of the cart, we installed a PC that runs the pick
detection and calculates the projection on both sides of the
cart and in the environment. The system is powered through a
ceiling-mounted electric cable.

Making the System Step-Aware
OrderPickAR can detect when the worker is performing a pick
and can detect when the worker is storing an item from an order
in the cart using the top-mounted depth cameras. To achieve
this, the system requires knowledge about the 3D model of
the warehouse. The 3D model can be specified in the system
using a graphical editor (see Figure 4). The graphical editor
is developed using Unity3D4. Using the editor, the user can
position interactive zones, so called trigger spheres, to overlay
the compartments of the shelves in the model at the position
4www.unity3d.com (last access 03-02-2015)
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Figure 4. A visual representation of the spheres that trigger a pick or
place event. (A) The stationary spheres from the shelves in the ware-
house. (B) The mobile spheres belonging to one side of the cart trigger-
ing when an item is placed into an order in a box.

where the compartments are in the physical world. Figure 4 (A)
shows the stationary trigger spheres of the environment. The
trigger spheres are used to identify the compartments and sense
if the user picked an item from the correct compartment. We
use OptiTrack5 motion capturing system to track the position
and orientation of the cart in the warehouse. We equipped the
warehouse with 17 OptiTrack Flex3 cameras and positioned
a marker at the upper frame of the cart. The cameras were
positioned throughout the warehouse in a way that for every
possible position of the cart, at least 4 cameras were able to
track the cart’s marker. According to the specification, this
allows the system to track the cart’s position and orientation
within an accuracy of millimeters. The OptiTrack system is
connected to a stationary PC that streams the position data to
the cart-mounted PC via WiFi. For detecting the actual pick,
the top-mounted depth camera facing the warehouse observes
if there was a movement in the a trigger sphere. If the change
in depth data is beyond a threshold, the sphere triggers that the
user picked from the associated compartment. An informal
experiment suggested using a threshold of 61% concerning
the changed depth pixels for reliably triggering the interaction
for our compartments. This value has to be adjusted to the size
of the compartment, as the interactive area changes according
to the compartment’s size.

For detecting when the user places an item in one of the boxes
mounted on the cart, the system uses a similar approach. Both
cart-facing depth cameras are mounted at the cart’s beam in
a 90◦ angle. They are used like a light barrier and can detect
when a user is putting an object or a hand into one of the cart’s
boxes. Figure 4 (B) shows the mobile trigger spheres that
belong to the cart. As the position of the trigger spheres move
according to the position of the cart, their position inside the
3D space can change. But, the distance and angle between the
the depth camera and the cart-mounted boxes always stay the
same, as they are firmly mounted on the cart. The algorithm

5www.naturalpoint.com/optitrack (last access 03-02-2015)

Figure 5. The layout of the warehouse that was used in the study. Each
compartment is labeled with a compartment number. The warehouse
consists of 30 different compartments.

determines spheres triggered and provides the feedback at the
corresponding compartment.

Calibration
Before using the system for the first time, the trigger spheres
for the environment have to be defined in the underlying 3D
model of the warehouse to match the position of the compart-
ments. In our prototype, this is done using Unity3D. This
calibration step has to be performed once when deploying the
system in a new environment. After this step, the calibration
is stored and the system can be used in the environment. The
trigger spheres have a unique ID, which are used to identify
the picked items. In the current version of the system, we are
using a textfile-based approach to load orders to pick. How-
ever, this system can be easily integrated into an enterprise
resource planning system, which could send and display orders
in the moment they are issued by the customer. The trigger
spheres representing the boxes in the cart (see Figure 4 B),
also have to be defined only once when adjusting the height
of the cart to the warehouse. As the camera-projector pair
is firmly mounted on the cart’s beam, the distance between
the pair and the boxes stays the same when moving the cart.
Finally, the projector and the camera have to be calibrated.
We are doing this using a simple 4 point calibration. Here,
the projector displays four targets which are recorded by the
camera. The user has to click at the target inside the camera’s
recorded image. Thereby, the system has a mapping between
projector and camera spaces. This procedure has to be done
once for each of the three camera-projector pairs.

Displaying Visual Feedback
We deliberately chose the size of the warehouse to be larger
than the field of view of the camera-projector pair facing the
shelves. When the target compartment is inside the pair’s field
of view, the target is highlighted with a green light that is
directly projected into the shelf (see Figure 1). Inspired by
our previous research [9], we designed the visual feedback in
a way that the compartment is highlighted by using a simple
color-based visualization. To communicate the quantity of
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(a) (b) (c) (d)
Figure 6. The picking methods that were used in our study. (a) A participant using the Pick-by-Paper list. (b) The Pick-by-Voice approach. (c) Perspec-
tive of the participant using Pick-by-Vision with an attention funnel visualization. (d) The projector cart highlights the box to pick from.

items to be picked, the system also projects the information
directly into the compartment. In case the target is outside the
field of view, the system projects an off-screen visualization
(inspired by [2]), which displays green arrows that are pointing
towards the target compartment (see Figure 3). When the
target compartment is inside the cart’s projection range, the
arrows slowly disappear and the compartment is illuminated.

The visual in-situ feedback is calculated according to the pro-
cess order. The order contains the ID of the target compart-
ment’s trigger sphere. This information is used to calculate
the position of the next target and to show directions towards
it. When the cart is in front of the shelf, the system uses the
shelf-facing projector to highlight the shelf using a green light.
As the depth camera and the projector are calibrated, the depth
camera is used to detect when the user picks an item from the
shelves. In case the user picks an item from a wrong box, the
box is highlighted in red. Using this approach, the system is
aware of the user’s current working step. After the user picked
the order from the shelf, the system uses the projectors facing
the cart to highlight the box where the user should put the
previously picked item using a green light (Figure 6d). Again,
the depth camera is used to check if the user has put the item
in the correct box. If the user puts an item into a wrong box,
the box is highlighted in red. It should be mentioned that the
current version of the system can only detect whether an item
was picked from a compartment without knowing the quantity.
Orders that require the worker to walk from the compartment
to the cart several times can be challenging. To support the
worker when an order consists of too many items to carry from
the source compartment to the target box in one run, Order-
PickAR implements a function that highlights the last order’s
compartment and target using a yellow light. This is confus-
ing: Thereby, the user can easier find the shelves and finish the
order using the yellow light although the feedback was already
advanced. Afterwards the user can continue with processing
the next order by following the green light. The yellow light
is advanced when the following order is completed or when
the cart is moved to another location.

USER STUDY
We conducted a user study to evaluate our system. In the fol-
lowing we describe the setting of the study and other picking
methods that we derived from previous research. Further, we
describe the design, procedure, participants, and the picking
task.

Warehouse Layout
For conducting our user study, we designed a warehouse in
our research lab consisting of three shelves. Figure 5 shows
the layout of the warehouse. The shelves are aligned to form a
grid consisting of 5 rows × 6 columns. Each compartment is
labeled with its identifying number. In total, the warehouse is
2.07m high and 3.62m wide. We designed the warehouse in a
way that the distance to travel between the picks is minimal.
However, the warehouse is approx. twice the size of the shelf-
facing camera-projector pair’s field of view depending on
the distance of the cart to the shelves. The position of the
compartments in the warehouse is not ordered according to
features of the stored items. Each compartment contains 10
items of the same type. We did not use boxes inside the
compartments and stored the items directly in the shelves. As
items to pick, we are using 30 different Lego bricks in different
shapes and colors. This warehouse layout is a designed to
represent a classical picker-to-parts low-level warehouse [7].

Picking Methods
In the following, we describe the picking methods that we used
in our evaluation. In addition to our OrderPickAR projector
cart system, we considered three other existing approaches:
PbP, PbVi, and PbVo.

Pick by Paper (PbP)
The PbP approach (Figure 6a), where a worker gets a paper
list containing the picking information, is still used in many
warehouses in the industry. As other research [10, 26, 25] uses
PbP to compare their system, we include PbP as a baseline in
our study. We are using a paper list containing the following
information about each picking task: article’s description,
article’s number, quantity to pick, source compartment, and
destination box. The user has to find the source compartment
in the warehouse, pick the correct quantity, and place the items
into the destination box.

Pick by Voice (PbVo)
For the PbVo approach, we recorded audio instructions for
all picking tasks. The user can control the audio instruction
with the following commands: next, back, and replay. We
designed the commands to reflect state of the art systems6.
The command next jumps to the next (or first) instruction
6http://www.dematic.com/en/Supply-Chain-Solutions/
By-Technology/Voice-and-Light-Systems/
Pick-to-Voice (last access 03-02-2015)
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and plays it back. The back command jumps to the previous
instruction and plays it back. The replay command replays the
current instruction again without proceeding the instruction.
The instructions were played back in a headset (see Figure 6b).
As we did not implement a voice input, a wizard of oz issued
the playback of the correct picking instruction according to the
participants command. The audio instructions contained the
information needed for the current picking task, e.g., “grab 3
items from shelf 02-10 and put them into box 39”. To make
the system more comparable to the other systems used in the
study, we decided not to include a ready command to confirm
the pick.

Pick by Vision (PbVi)
To further compare our projector-cart approach to existing ap-
proaches, we implemented a PbVi system using the attention
funnel visualization [4] on a Epson Moverio BT-2007 HMD.
This approach is similar to Schwerdtfeger et al. [25]. The
attention funnel visualization displays circles towards the com-
partment to pick from (see Figure 6c). Further it displays the
quantity of the items that have to be picked in the bottom left
corner of the HMD. For tracking the position and orientation
of the HMD, we equipped it with OptiTrack markers at each
side. The position and orientation information is calculated
at a desktop computer and transmitted to the HMD via WiFi.
Further, the HMD is running a 3D visualization of the atten-
tion funnel using the Unity3D engine. The program then uses
the position and orientation information of the HMD and the
position of the target compartment to adjust the visualization.
The position and orientation information is received with 100
frames per second. However, due to the limited processing
power of the Moverio BT-200, our system was only able to
display 9-10 frames per second. The system is implemented
in a way that it only renders the most recent position informa-
tion. Position frames that cannot be processed in time will be
dropped.

Method
We designed the study using a 4-level repeated measures de-
sign with the guidance system used as the only independent
variable. The guidance systems used were: PbVi, PbVo, PbP,
and the OrderPickAR projector cart. As dependent variables
we measured the error rate (ER), task completion time (TCT),
and the NASA-Task Load Index (NASA-TLX) [13] score.

After welcoming the participant and explaining the course of
the study, a general introduction about order picking was given.
Before each condition, the participant was allowed to perform
3 picking tasks to get familiar with the current guidance system
and moving the picking cart. The picking task we are using
in the study is the so-called discrete picking [8]. This means
that the participant takes parts from one compartment and puts
it into a single box on the cart afterwards. After placing the
picked items the user picks from another compartment.

We considered four picking tasks each consisting of 10 dif-
ferent steps and 30 items to pick. The items were located in
different compartments of the previously described warehouse.
The participant was told to always move the cart in front of
7http://www.epson.com/moverio (last access 03-02-2015)

the shelf they need to pick from next. The movement of the
cart was needed to simulate a regular sized warehouse. Fur-
thermore, we chose to only use the shelf-facing side of the cart
as it provided enough boxes. We designed all picking tasks to
consist of the same distance that needs to be walked between
the shelves and the cart. Further, the distance that the cart has
to be moved is the same in each task. We counterbalanced the
order of the conditions and tasks using Balanced Latin Square.
The participants were also instructed to carry all items belong-
ing to a step in one single walk from the shelf to the cart and
not to split the picking task into multiple walks. As this study
focuses on the different types of feedback, we designed the
study that all feedback is proceeded by a wizard-of-oz during
all conditions. Further, the facilitator counted the ER. After
completing the tasks using one condition, the participant was
asked to fill in a NASA-TLX [13] questionnaire. We repeated
the procedure for all conditions. At the end, we collected
additional qualitative feedback.

We instructed all participants to focus on not making any errors
during the picking tasks, which is considered the primary goal.
Further, we told the participants that a fast picking of the
orders is only considered the secondary goal, nevertheless the
time to pick the orders is measured during the study.

We recruited 16 participants (4 female, 12 male) via our uni-
versity’s mailing list. The participants were aged from 20 to
43 years (M = 24.81, SD = 5.39) and were students with
various majors and a secretary. None of the participants had
experience with order picking. All participants were not fa-
miliar with our system or the picking tasks. The study took
approximately 60 minutes per participant. The participants
were compensated with 5C.

Results
We statistically compared TCT, ER, and NASA-TLX be-
tween the guidance systems using a one-way ANOVA test.
Mauchly’s test showed that the sphericity assumption was vi-
olated for TCT(χ2(5) = 37.70, p < .001) and ER(χ2(5) =
18.16, p < .003). Therefore, we used the Greenhouse-Geisser
correction to adjust the degrees of freedom (ε = .42 for TCT
and ε = .57 for ER). Otherwise stated, the Bonferroni correc-
tion was used for all the post-hoc tests.

A repeated measures ANOVA showed a statistically
significant difference in TCT between the approaches
F (1.287, 19.305) = 93.99, p < .001. The post-hoc tests
depicted that the difference between all approaches are signifi-
cant (all p < .05) except between PbVo and PbP (p = n.s.).
Figure 7a shows the average TCT of all approaches. TCT
was fastest using the OrderPickAR system (M = 3.55 min-
utes, SD = 0.38) followed by PbVo (M = 6.81 minutes,
SD = 1.12), PbP (M = 7.11 minutes, SD = 1.40), and
PbVi (M = 15.31 minutes, SD = 3.89).

The statistical analysis also revealed a significant difference
in the ER between the approaches F (1.711, 25.667) = 22.49,
p < .001. The post hoc test only showed a significant differ-
ence (all p < .05) between PbVi and all other approaches. The
OrderPickAR projector cart (M = 1, SD = 3.24) and PbP
(M = 1, SD = .96) had the lowest ER, followed by PbVo
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(a) (b) (c)
Figure 7. The results of our study: (a) task completion time in minutes, (b) error rate, and (c) the mental load indicated by the NASA-TLX score.

(M = 2.75, SD = 2.56) and PbVi (M = 9.75, SD = 6.07).
The results are shown in Figure 7b.

The analysis reveals a significant effect on NASA-TLX scores
between the approaches F (3, 45) = 11.06, p < .001. The
post-hoc test only revealed a significant difference (all p <
.05) between OrderPickAR and all other approaches (Fig-
ure 7c). OrderPickAR had the lowest score (M = 20.25,
SD = 12.64) following by PbP (M = 32.25, SD = 17.48),
PbVo (M = 42.44, SD = 17.30), and PbVi (M = 48.81,
SD = 21.00).

The qualitative feedback indicated that participants did not
find the visualization provided on the HMD helpful. They
mentioned that the glasses slightly moved when performing a
pick, which caused the funnel to become inaccurate (P10, P14).
It was also mentioned “[I] would not like the head-mounted
display when working together with co-workers” (P11). The
participants found the in-situ feedback OrderPickAR provided
fast and easy to use (P10). But they sometimes occluded the
projection when picking from lower boxes (P7). Overall, par-
ticipants liked that they have both hands free for performing
the picking task in the PbVi, PbVo, and projector cart condi-
tions. They disliked that they have to carry the picking list at
all times in the PbP condition.

DISCUSSION
The results suggest that using our system has several advan-
tages. First, TCT is almost 2 times faster than using the PbVo
and PbP approaches and even more than 4 times faster than
using the PbVi approach. Second, the ER is significantly lower
up to 9 times compared to the HMD approach. The difference
in number of errors in comparison to the classical paper-based
approach was not significant. Interestingly, all errors that were
made with the OrderPickAR approach in the user study was
made by one single user, who did not pay attention to the
displayed number of items to pick. Third, the mental demand
during the order picking is more than two times lower than
using other interactive approaches. The qualitative feedback
also conveys that users find the in-situ feedback projected di-
rectly on the shelves and boxes better than using a HMD. The
feedback on HMDs may hinder users to communicate with
each other. As the HMD slightly moves during a picking task,
the visualization on it introduces an offset.

When comparing our results to previous work using the same
PbVi representation, our PbVi approach performs worse com-
pared to the respective PbP approach. Schwerdtfeger et al. [25]
and Reif et al. [22] report a similar TCT comparing PbP and

PbVi, while our PbVi approach differs significantly from our
PbP approach. Concerning ER, previous work reported a
slightly higher rate when using the PbVi approach compared
to PbP [25]. However, our PbVi approach performs signifi-
cantly worse compared to our PbP approach. This difference
might be caused by the used HMD, the Epson Moverio BT-
200. Especially, as the qualitative feedback of the participants
revealed that although fitting the HMD to each user in a cal-
ibration step, the viewing accuracy in the PbVi system was
prone to fast head movements. Therefore, the HMD needed to
be corrected before continuing. The participants mentioned
that the HMD is relatively heavy compared to normal glasses.
Also the HMD’s rubber parts behind the participants’ ears and
on the participants’ noses sometimes caused the HMD to slip
to the bottom of the participants’ noses. We think that using
a different HMD for the study, the results of the PbVi system
would be different.

Limitations
Despite the fact that our system could support multiple users
working on a picking task, we limited the task to only support
a single user as this is favored by the industry. A multi-user
scenario could e.g. use color coding to assign targets to users
or use the top-mounted Kinects to track different users. Fur-
ther, the task used in the evaluation of the system was limited
to 10 steps. Tasks with other number of steps may reveal
other results. In the study, we were using a Wizard of Oz
approach to advance the feedback in case the pick was not
registered correctly. E.g. if the user is occluding the Kinect’s
field of view with the head, the user has to manually advance
the feedback in an industry setting. Additionally, the Order-
PickAR approach is only able to detect that the user picked
from the correct compartment, however it is not able to de-
tect how many items were picked from it. This problem is
solved in industry settings by adding a scale into the process.
Especially with larger quantity, the order’s weight is checked
as an additional step. For determining the indoor position of
the cart in our proof-of-concept system, we use the OptiTrack
motion capturing system. Using this technology is not feasible
in larger warehouses because the cost to cover larger areas is
too high. To scale this up to larger warehouses and to reduce
the costs of the system, an approach using visual markers for
determining the position and orientation could be used in fu-
ture versions of the system. E.g. Kim et al. [15] use an optical
marker-based solution for tracking the indoor position of the
user. A similar approach could also be used for tracking the
picking cart in a large warehouse.
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Design Implications
In the following, we provide design guidelines for building
interactive assistance systems for order picking based on the
qualitative statements of the participants.

Place information directly in the environment. The PbVo
and PbP systems require the user to transfer the given infor-
mation into the physical setting themselves. On the other hand
the PbVi and projector-cart systems reduce the cognitive effort
by overlaying physical objects with the picking information.
Qualitative feedback indicated that the users liked the idea
of not having to search for the appropriate box. Therefore,
we argue to design order picking systems in a way that the
information is directly visible.

Automatically proceed visual feedback. Participants re-
ported that the step-aware processing of the feedback that
was proceeded in the PbVi and projector cart condition based
on the workers actions was well perceived. On the other hand,
participants disliked that they had to issue commands manually
in the PbVo approach. Thus, assistance systems should take
the context into account and proceed feedback automatically.

Design assistance systems for hand-free usage. Several par-
ticipants suggested that the PbP approach would interfere with
their picking task in case they need both hands to handle the
items. Therefore, we argue to design assistance systems for
order picking in a way that both hands can be used freely.

Add motivating quantified-self information. During our
study, participants occasionally asked how many items were
left in the current task and how fast they were. Some partici-
pants suggested to have this information always present during
the working task.

CONCLUSION
In this paper we presented the design, implementation, and
evaluation of a mobile step-aware projector cart for support-
ing order picking tasks in warehouses. We compared our
approach to existing approaches, i.e., Pick-by-Vision, Pick-
by-Voice, and Pick-by-Paper. The evaluation shows that the
OrderPickAR projector cart is faster than the other approaches
and significantly reduces the user’s mental load. Addition-
ally, we found that our approach reduces the number of errors
compared to a Pick-by-Vision approach. The users find the in-
situ feedback provided directly on the warehouse and shelves
more helpful than feedback on HMDs or on a picking list. We
further provided design guidelines for designing interactive
order picking systems based on user’s qualitative opinions. As
future work, we want to combine our system with visual Aug-
mented Reality markers instead of using the motion capturing
system, test our system in larger warehouses, and conduct a
long term study. Furthermore, we are planning to assess the
possibilities of OrderPickAR in supporting impaired workers
during order picking tasks.
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