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Figure 1. Collaborative task used in the study: (a) Real_World: shared surface without HMD (baseline), (b) No_Avatar: mixed-presence collaboration
with a shared surface only and (c) Avatar: mixed-presence scenario with a rendered point-cloud avatar of the real world instructor

ABSTRACT
When wearing a head-mounted display (HMD) in everyday
environments, interactions with real world bystanders often
fail due to the visual barrier. As a result, the HMD user takes
off the headset, which ends the virtual reality (VR) experi-
ence. We address this problem by providing a shared surface
with the same content for both users, which is located at the
same physical position in the real and the virtual world. In a
between-subject user study (N = 40), we investigate the effects
of a shared surface for short-term collaboration in co-located
mixed-presence scenarios. We compare (a) real-world collabo-
ration, (b) having a shared surface only and (c) combining the
shared surface with an avatar representation of the real world
user in VR. We could show that shared surfaces are helpful
for mixed-presence collaboration. Adding an avatar in VR
improves performance measures such as task-completion time,
error rate and number of clarifying questions. To support fu-
ture work in this field, we finally propose design implications
and research directions.

CCS Concepts
•Human-centered computing → Empirical studies in col-
laborative and social computing;
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INTRODUCTION
The growing distribution of affordable head-mounted displays
(HMDs) introduces the technology of virtual reality (VR)
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to everyday environments, e.g. living rooms or shops1. In
contrast to lab environments, in which the rooms are specially
designed for VR experiences, these everyday environments
are prone to interference or interruptions. These interruptions,
to name but a few, can be caused by physical objects in the
walking area of the VR user, noise originating from the real
world or other persons being around. In this work, we focus
on interruptions caused by real world bystanders, trying to
collaborate with the HMD user.

We call the situation of people being physically in the same
place but visually in different worlds co-located mixed pres-
ence. The HMD user becomes part of the social community
when wearing the HMD in an everyday environment. There-
fore, many situations occur in which mixed-presence collabo-
ration is needed, as for example in the following scenario:

Scenario – A mother takes part in a business VR tele-presence
conference from home. Her five year old son wants to show
her a picture of his favorite dog. The kid will not accept a
denial of attention, but the mother has professional obligations
towards her colleagues to attend the meeting.

Similar to our scenario, McGill et al. [7] could show that
there is a need for HMD users to communicate with the world
surrounding them. In most cases, this communication fails
due to the visual barrier. As a result, the user has to take off
the HMD, which is not only perceived as very annoying but
also hinders her from carrying out the VR task [7]. Methods to
overcome this problem are augmenting the real world into the
virtual [7], sharing the physical space for playful asymmetric
collaboration [3] or providing insight into the HMD user’s
environment on a head mounted screen that simultaneously
serves as an input and output device for the real world user [4].
In contrast to previous work, we suggest to avoid mixing the
two presence states and rather keep them separated. From
research on presence in VR, we derive that VR users will

1https://www.audi-mediacenter.com/en/
audi-at-the-ces-2016-5294/the-audi-vr-experience-5304,
accessed 30/08/18
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benefit from this, as they are not reminded about the real
world, keeping the focus on the virtual stimuli.

We propose to use a shared surface as a mediation between the
virtual and the real world (see figure 1). For the real world user,
the shared surface can be any digital device providing a screen
and being able to transmit or receive pictures, e.g. a tablet,
a micro projector2 or a tabletop display. The shared surface
is rendered in VR as a “digital twin”, located at the same
physical position as in the real world. The concept of a shared
surface is similar to the idea of using tabletop displays for
tele-presence tasks [11]. However, in our co-located scenario,
the real world user can see the HMD user and they are able
to touch each other and shared objects. This might affect the
collaboration leading to design opportunities different from
tabletops.

In this work, we address the following research questions,
focusing on short-term collaboration in co-located mixed-
presence scenarios:

1. What is the effect of having a shared surface on user behav-
ior, task performance and user experience?

2. Collaboration in this scenario is asymmetric, as the HMD
user cannot see the real world user. Is an additional aug-
mentation of the bystander needed, as it is known from the
work on tabletop displays for tele-presence?

To answer our research questions, we conducted a between-
subject user study (N = 40). We compared the following con-
ditions: (a) Real_World: both collaborators in the real world
(baseline), (b) No_Avatar: shared surface without rendering
the real world user in VR and (c) Avatar: shared surface with
a point cloud representation of the real world bystander in the
VR (see figure 1).

Altogether our contributions are:

• Insights on the usage of a shared surface in co-located
mixed-presence scenarios

• Design implications for co-located mixed-presence collabo-
ration using a shared surface

BACKGROUND AND RELATED WORK
Shared surfaces are well known to support collaborative tasks
in real world [2, 13] as well as in tele-presence scenarios [8].
Both of these situations are called “symmetric”, as the visual
information and the possibility to interact with the virtual con-
tent are the same for both collaborators. In our work, we deal
with an asymmetric situation, in which the real world collabo-
rator can only see the HMD user’s body, but not their eyes. The
HMD user, on the other hand, is mentally in a remote situation
and cannot see the real world user. To maintain awareness
for each other, Tang et al. introduced shadow techniques to
present the abstract arm position of the collaborators on the
remote screen [11]. In a follow-up study, they used a video
overlay of a real arm [12]. They found that the more realistic
the virtual representation, the better the possibility to perform
and understand directed gestures.
2https://www.sonymobile.com/global-en/products/
smart-products/xperia-touch, accessed 30/08/18

The work on co-located mixed-presence collaboration is highly
diverse. Gugenheimer et al. [3] present a system that augments
the collaboration in both directions in a gaming context. The
real world user gets an indication about the HMD user’s VR
experience by a projection on the floor. In contrast, we propose
to create a shared frame of reference for both users at the same
physical position in the real and the virtual world. Furthermore,
we want to analyze short-term collaboration in a different
context and therefore use a standardized task and quantitative
as well as qualitative measures.

Visual integration of the real world user in VR is often
achieved by using green screen technology [7, 15]. The mix-
ture of both worlds generates a more symmetric interaction,
in which the real world and the VR user have the same in-
formation about each other. In general, this additional in-
formation proofed beneficial for the collaboration. However,
green screen technology is not part of everyday environments
and probably not wanted in living rooms or shops. More
sophisticated tracking technologies, e.g., Kinect, are neither
well-suited for ad hoc collaboration in these contexts. There
are not only technical challenges when rendering real world
objects in VR, but also some drawbacks for the HMD user.
Users might feel frightened when an avatar suddenly appears,
it can lead to illogical situations and have a negative impact on
the feeling of being present in VR [7]. In this work, we want
to find out whether a shared surface, that can more easily be
rendered in VR, can bridge the gap between both worlds by
itself or if a representation of the real world user in VR is still
needed.

USER STUDY
The main goal of our study was to analyze the applicability
of a shared surface for short-term co-located mixed-presence
collaboration. We therefore collected data on user behaviour,
performance and user experience in three different conditions.
The structure of the user study will be explained in detail in
the following.

Design
We used a paper prototype on a table as a shared surface,
which was located at the same physical position in both the
virtual and the real world. To achieve generalizability to a
variety of tasks, we chose a generic sandwich-assembly-task
as proposed by Andrist et al. [1]. Pairs of two participants
collaboratively had to build a total amount of eight sandwiches
made of different ingredients, presented on the shared surface.
The real world user was the instructor and the HMD user
was the worker. The task fosters gestural interaction as some
ingredients have high similarity in shape and/or color.

We conducted the user study with three different conditions:
(a) Real_World: no visual restrictions, (b) No_Avatar: shared-
surface only and (c) Avatar: shared surface and VR represen-
tation of the real world user (see figure 1).

A between-subject design was chosen to avoid carry-over ef-
fects from condition to condition. To monitor user behaviour,
the participants were filmed from two different angles through-
out the study. In addition, we measured the amount of time it
took the participants to assemble each sandwich, the number
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of errors and the number of clarifying questions the worker
asked. An error occurred when the worker selected a wrong
ingredient even if the choice was corrected afterwards. We de-
fined clarifying questions as every question the worker asked
to ensure the ingredient they were about to select was the
right one, e.g., “This one?”. For a further analysis, we used
the igroup presence questionnaire (IPQ) [10] and the user
experience questionnaire (UEQ) [6].

Participants
40 participants were recruited (21 male and 19 female) aged
from 18 to 53. Most of them were students with a technical
background. The participants had to perform the study in
pairs of two. Nine pairs did not know each other beforehand.
Six pairs took part in the Real_World condition, seven pairs
respectively in condition No_Avatar and Avatar. The roles of
instructor and worker were assigned randomly. Subjects with
known simulator sickness were assigned to be the instructor.
There was no training for the participants with the system
before the study. Participants were compensated with five
Euros cash.

Apparatus
The paper prototype was presented on a table with a Microsoft
Kinect v2 mounted above. A HTC Vive was used as an HMD.
To stream the point cloud data to Unity 5.5, the point cloud
library (PCL) was used [9]. All points above and behind the
table were rendered in VR (see figure 1). The visualization
was detailed enough to distinguish single fingers and subtle
movements. The set and arrangement of ingredients changed
with every sandwich to build. When the worker used the HMD,
they saw the tabletop display and its ingredients in original
size at the same position as the real world instructor.

Procedure
We welcomed the participants, explained the study procedure
and the task and let them sign a consent form. The participants
did not know about the other conditions in advance. They
had to stand on each side of the table facing each other. An
instructional sheet with ten different ingredients was handed
to the instructor. In each round, 18 out of 28 ingredients were
presented. The instructor gave directives to the worker on how
to assemble the sandwich. In all three conditions, the partic-
ipants were told that any form of communication or action
was allowed. The worker’s job was to build the sandwich by
tapping on the correct ingredients in the right order. After
performing the task, both participants were interviewed and
the questionnaires were filled out.

RESULTS
All 20 pairs were able to build all eight sandwiches. We con-
ducted a one-way between-subjects ANOVA to compare the
effect of the collaboration condition on the respective mea-
sured variable for the conditions Real_World, No_Avatar and
Avatar on a 5% alpha level. All were tested for homogeneity
in variance with a Levene-Test, without any salience. For
significant outcomes of the ANOVA, we used the Tukey post
hoc test to compare the conditions for significant differences.

Condition Mean Std. Deviation
Real_World 15s 1s
No_Avatar 35s 5sTime
Avatar 26s 6s
Real_World 2.7 1.5
No_Avatar 3.3 1.4Errors
Avatar 2.1 2
Real_World 0.2 0.5
No_Avatar 1.7 1.4Clarifying

Questions Avatar 1 1.2
Table 1. Means and Standard Deviations for the time to complete a task,
the error rate and the number of questions to clarify the situation

Outliers were identified by a BoxPlot, which lead to the re-
moval of one subject pair in the Real_World baseline and one
in the No_Avatar condition.

Task Performance
We measured task performance with the variables “task com-
pletion time”, “error rate” and “number of clarifying ques-
tions”. The results are shown in table 1. There was a signif-
icant effect on the completion time (F(2,17) = 13.643; p =
.001) and error rate (F(2,17) = 7,983; p = .001). The post-
hoc comparison showed a highly significant difference be-
tween Real_World and No_Avatar (p = .001), Real_World
and Avatar (p = .01) and No_Avatar and Avatar (p = .01).
For the error-rate, there was a significant difference between
No_Avatar and Avatar (p = .01). As we expected the users to
adapt to the given system, we analyzed the data once for
all eight built sandwiches and once for the last six sand-
wiches. In general, the users got faster, but the relative
comparison between the conditions stayed the same. The
mean completion-time decreases to M = 14.9s (SD = 0.1s)
for the Real_World condition, to M = 33.6s (SD = 5.2s) for
No_Avatar and M = 23.9s (SD = 4.6s) for Avatar when look-
ing at the last 6 sandwiches only.

Presence
The IPQ presence questionnaire [10] was analyzed with a
t-test between the conditions No_Avatar and Avatar. It is
not applicable to the Real_World condition [14]. One rating
was excluded as an outlier for the Avatar condition. The IPQ
consists of the three independent subscales “spatial presence”
(SP), “involvement” (INV ) and “experienced realism” (REAL)
and a general presence item (G). On a significance level of
5%, no difference could be found between the No_Avatar
and Avatar condition. The means of No_Avatar are G =
3.7 (SD = .9), SP = 4.3 (SD = .5), INV = 2.7 (SD = .9),
REAL= 2.5 (SD= .4). The Avatar condition shows the means
G = 4(SD = 1.4), SP = 4 (SD = .2), INV = 2.7 (SD = 1.4),
REAL = 2.7 (SD = 1.5).

User Experience
The user experience based on the UEQ rating scale was at least
good in all hedonic and pragmatic categories for all conditions,
based on Laugwitz’s suggestion to interpret the results [5]. No
significant difference in the hedonic quality between the condi-
tions could be shown. Significant difference could be found in
the dependability (D) (F(2,17) = 4.97, p = .02) (see figure 2).



0

0,5

1

1,5

2

2,5
Attractiveness

Perspicuity

Eficiency

Dependability

Stimulation

Novelty

Real_World

No_Avatar

Avatar

Figure 2. The results from the UEQ.

The post hoc comparison showed a significant difference be-
tween the Real_World (M = 1.5,SD = .8) and the No_Avatar
(M = .8,SD = .6) condition.

However, for the pragmatic quality, in particular the means
of perspicuity (P), efficiency (E) and dependability (D), the
condition No_Avatar (P = 1.7;E = .8;D = .9) is worse than
the conditions Real_World (P = 2.3;E = 1.5;D = 1.7) and
Avatar (P = 2.4;E = 1.8;D = 1.2).

Interviews
The interviews gave some interesting insights into the
users’ subjective experience. All workers reported for the
Real_World condition that they relied on the gestures and
did not look into the instructors face. Speech was used for
clarification in the Real_World condition.

For the No_Avatar condition, users completely relied on oral
instructions. The collaborators created different strategies to
get faster. In particular, they used oral codes to describe the
position of an ingredient. Examples are a chain of parameters
(the red - round thing - near you), creating codes for the objects
(dark or pale mushroom) or coding the lines and rows with
numbers. Two subjects reported experiencing the instructor as
speaking from “the off” or from “another world”. This was
perceived as distracting from the virtual world. One other
reported to imagine the relative location of the instructor by
the direction of the voice.

Statements on the Avatar condition showed many similarities
to the Real_World condition. Two participants reported that
they felt a connection to the point cloud avatar like to a human
being. All subjects reported a strong focus on the hands of the
instructor’s avatar. Three pairs used oral instructions to over-
come the delay in task completion due to latency. They used
oral commands to search for the possible target at which the
hand of the instructor would appear one second later. Latency
in the point cloud rendering was reported by all HMD users
and half of the real world users. Two of the HMD users were
not able to cope with the latency until the end.

Limitations
Although our study was carefully designed, we want to point
out some limitations in our results that should be addressed in
future research. Our system had a latency between 0.7s and
1s in the Avatar condition, underlining the fact that real-time
object augmentation is still complex. Furthermore, our results
are limited to a small sample size and a simple paper prototype,

as we only wanted to gain first insights on the applicability of
a shared surface for co-located mixed-presence collaboration.
Results could also be different for other task-types.

DISCUSSION AND IMPLICATIONS
A Shared Surface is Beneficial for the Users – With the help
of a shared surface, we could enable mixed-presence collabo-
ration and prevent users from taking off the VR headset. The
concept provided good user experience and efficiency in all
conditions. In the sandwich-assembly task, adding an avatar
improved the completion time about 25% and decreased the
error rate by 30%. We propose to limit the concept of shared
surfaces to comparably simple and short tasks, so that the
users can easily adapt. The collaborators in the No_Avatar
condition overcame the restriction that the HMD cannot see
the real world user by giving oral descriptions. The voice
coming from the real world was reported as distracting the
attention from the VR. To avoid this, we propose considering
an integration of the instructor’s voice into the virtual world
by using a microphone.

Give Visual Feedback to the HMD User – The visibility of the
real world user for the HMD user almost halves the need for
clarifying questions. In addition, providing an avatar leads to
a user experience similar to the Real_World and significantly
better than the No_Avatar condition. The live-tracking of a
person to present an avatar in VR is technically challenging in
everyday environments. Yet users reported in the Real_World
and the Avatar condition to primarily focus on the hands of the
instructor. Therefore, a visualization of the touch-points on
the shared surface might be enough to improve collaboration.

Keep in Mind Possible Behavior Changes – We found that the
system influences the users’ behavior during the collaboration.
Latency in the Avatar condition lead to increased usage of oral
instructions. We could observe the biggest behaviour changes
in the No_Avatar condition, as people needed to overcome
the visual restrictions. They started to use codes over time to
reduce verbal commands. This means, that the users’ perfor-
mance is not only system-dependent but also influenced by
different types of communication strategies. We assume that
people need to adapt their strategy for every new task, which
leads to an increase of effort and mental demand. This should
be kept in mind when designing for mixed-presence scenarios.

CONCLUSION & FUTURE WORK
We could show that a shared surface enables collaboration be-
tween the real and the virtual world. The use of an additional
avatar of the real world user improved performance measures.
However, real-time augmentation is still complex to be de-
ployed in everyday environments. As we found promising
results in both conditions No_Avatar and Avatar, future work
should have a closer look on the design of these conditions.
For example, the tracking of the real world user could be sim-
plified to the touches on the shared surface. As our study was
limited to a paper prototype and a generic task, future work
should focus on a wider range of devices and use-cases to
explore the possibilities of a shared surface in-the-wild. In
doing so, the effort to use such a system should be kept at a
minimum to enable ad hoc collaboration.
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