Notification in VR: The Effect of Notification Placement, Task, and Environment
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ABSTRACT

Virtual reality (VR) is commonly used for entertainment applications but is also increasingly employed for a large number of use cases such as digital prototyping or training workers. Here, VR is key to present an immersive secondary world. VR enables experiences that are close to reality, regardless of time and place. However, highly immersive VR can result in missing digital information from the real world, such as important notifications. For efficient notification presentation in VR, it is necessary to understand how notifications should be integrated in VR without breaking the immersion. Thus, we conducted a study with 24 participants to investigate notification placement in VR while playing games, learning, and solving problems. We compared placing notifications using a Head-Up Display, On-Body, Floating, and In-Situ in open, semi-open, and closed VR environments. We found significant effects of notification placement and task on how notifications are perceived in VR. Insights from our study inform the design of VR applications that support digital notifications.
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INTRODUCTION

VR is increasingly used for a large number of applications, including learning, digital prototyping, therapy, training, education, and most importantly, entertainment [15, 17]. It combines visual, auditory, and in some cases haptic feedback to create the feeling of presence in immersive simulations. The feeling of presence is conveyed by a virtual environment that occupies our senses, captures our attention, and fosters our active involvement [50]. Modern VR technologies provide users with strong feelings of “being there” while disconnecting them from the real world [24]. However, complete sensorial isolation from the real world is not always desirable, as it can cause missing important notification, create social isolation, and even harm the user.

Current interactive systems, especially mobile devices, provide time-sensitive information through digital notifications. These notifications can announce important messages, upcoming calendar events, and calls. Previous work showed that mobile notifications are viewed within minutes [26, 33]. However, disconnection from the real world as the result of the immersion in VR can result in missing important notifications, e.g., calls or events. Being disconnected from notifications can even cause anxiousness and loneliness [28]. Moreover, requiring users to remove the VR headset to view and respond to notifications will destroy the immersion.

Today’s VR systems, such as the HTC Vive or Google Daydream, already display notifications in VR. Here, notifications are shown as an overlay pop-up in front of the user. The unexpected pop-up might interrupt the experience, presence, and ultimately, the immersion. Thus, the presentation can negatively affect the VR experience. Recently, Ghosh et al. [12] investigated how to present interruptions in VR which are caused by the real world, such as a person in the room, or a nearby wall. They used visual, audio, and haptic components to notify the user. While Ghosh et al. cover a wide range of possible methods to notify users, digital notifications are distinctly different as they have no immediate impact on the user. Consequently, it is not clear how notifications should be presented in VR and how this is affected by the user’s task and the VR environment.

In this paper, we investigate the effect of notification placement on the VR experience while systematically manipulating the VR tasks and virtual environments. In a study with 24 participants, we compared four notification placements: Head-Up Display, On-Body, Floating, and In-Situ. Participants were immersed in one of three environments while performing three different tasks during which they had to respond to notifications. To cover a wider range of possible tasks in VR, we used three different tasks: Gaming, Learning and Problem solving. Inspired by current VR games and applications [23, 42, 43], we designed three environments: an open-air village (Open), a spaceship (Semi-Open), and a room-scaled museum exhibition (Closed). By comparing the notification placements and tasks in virtual environments, we provide the following...
contributions: (1) Through quantitative and qualitative results, we show that notification placement and the user’s task significantly affect how notifications are perceived in VR; (2) We provide three design implications for future VR applications that support notification presentation.

RELATED WORK
Our work is based on previous research investigating bringing real-world information into VR, digital notifications, and information placement in VR that we discuss in the following.

Missing Real World Information
Current VR headsets occupy the user’s view on the real world. This can lead to missing important real-world information, such as physical objects around the user and digital information from outside the VR. It can be advantageous to completely shield users from the real world for some VR use cases. VR can, for example, reduce pain by diverting the user’s attention from the symptoms associated with the real-world painful medical intervention [13, 35]. However, for other VR use cases, such as entertainment, it can be essential to inform users about the real world.

Previous work investigated how to inform VR users about the surrounding physical environment. In Substitutional Reality, every physical object surrounding the user was paired with a virtual counterpart [40]. Likewise, several works investigated using depth maps to generate dynamically immersive and interactive VR environments using the surrounding real-world objects as templates [38, 41]. Moreover, several methods were proposed supporting the interaction between VR users and the surrounding physical world [5, 18].

Digital Notifications
Notification is a visual, auditory, or haptic alert designed to attract the attention of users by proactively delivering information [16, 29]. Various systems were suggested that investigate notification delivery in a multi-device environment [7, 21, 46], on public and smart displays [45, 49], on-body [20, 34] and in a smart home environment [44]. Daily, a large number of notifications is delivered to mobile device users [26]. In addition to benefits from delivering valuable information, ill-timed notifications can lead to distractions [26]. However, disabling notifications leads to the anxiousness of missing important information and violating the expectation of others [27, 28].

Digital Notifications in VR
There are several commercial and research solutions available to view digital notifications in VR. The users of the HTC Vive can check their incoming notifications using a companion Android or iOS application on their smartphone. Wearing the VR headset, users can be informed about incoming calls, text messages and calendar events. Short information about notifications is displayed in front of the user on a blue background. To read the complete notifications and to respond to them, users need to open HTC Vive’s notifications panel. Samsung’s Gear VR and Google’s Daydream also inform about received notifications using pop-ups. However, to get more details about the notifications, users need to pause the VR experience and visit their VR dashboards. Zephyr [10] is an open-source project that enables mirroring all kinds of Android notifications to OpenVR compatible VR headsets. These VR solutions have in common that they display notifications either as a pop-up in a predefined distance from the user or in a VR dashboard. In the case of a pop-up view, these solutions have the same presentation for all notifications and do not take the current VR context into account. Consequently, they can cause frustration and adversely affect the perceived VR presence. On the other hand, VR dashboards provide the possibility to reply to notifications at the cost of interrupting the VR experience. George et al. [11] investigated the effect of interruption caused by text, ambient and spotlight notifications on the feeling of presence in VR. They found that virtual text affects the level of presence more negatively, compared to ambient and spotlight notifications. However, the reaction to text notifications is significantly faster than the other two notification types.

Zenner et al. [52] implemented an open-source framework that facilitates receiving notifications from a companion Android application while being immersed in VR. With an example application, they demonstrated the usage of the framework to display immersive and context adapted notifications in VR. In the application, notifications were shown on a public display inside a supermarket. Based on the current task in VR and the priority of notifications provided by the Android app, three levels of animations were shown to notify the user: no animation, spotlight animation that drew attention to the display, and cage animation that inhibited the user from continuing with the current task. However, no study was conducted to compare these notification methods.

Previous work also investigated Augmented Virtuality (AV) to enable viewing digital notifications in VR. Desai et al. [8] presented a method that enables augmenting VR with the view of a smartphone’s screen. To ascertain the intention of the user to view the smartphone, the proposed method utilized a Leap Motion attached to the VR headset. As the presence of the smartphone in front of the users was detected, they could view a stream of screenshots from their smartphone in VR. In comparison, Alae et al. [1] attached an RGBD camera to a VR headset to facilitate the user to interact with the smartphone. However, using these methods, a user needs to interact with the real-world object that does not belong to the VR system, and the view is not adaptable in VR.

Ghosh et al. [12] investigated notifications in VR by comparing visual, audio, and haptic modalities and their pair-wise combinations without considering various VR tasks and environments. In a study, participants had to react to notifications while teleporting in an environment and performing a task. As a result of the study, several design recommendations for VR notifications using various feedback modalities were proposed. First, real-world notifications in VR must be distinguishable by design. Second, controllers can be used as effective locations for VR notifications. Third, the placement and design of notifications should reduce visual search, avoid jump scares, and use familiar metaphors. Finally, users should be able to interact with and easily dismiss notifications.
Text Placement in Head-Mounted Displays
Digital notifications are mainly based on textual information. Several related works investigated various aspects of text placement in a head-mounted display (HMD). Orlosky et al. [25] found that users prefer to place text on the background rather than on the screen of an HMD. Furthermore, they presented a system that automatically moved text displayed through an HMD to a more visible place on the background. Chua et al. [6] investigated nine physical display positions of a monocular HMD to show notifications in dual-task scenarios. They found that the notifications displayed in the middle and bottom center positions are the most noticeable. The further results revealed that the top and the peripheral positions are more comfortable, unobtrusive, and preferred. Rzayev et al. [32] found that text displayed on the top-right position of smart-glasses increases subjective workload and reduces comprehension compared to the center and the bottom-center positions. Rothe et al. [31] compared static (i.e., the text is in a fixed position to the viewer and statically connected to the HMD) and dynamic (i.e., the text is near the speaker) subtitles in 360° videos. In the study, they found that dynamic subtitles might lead to a higher score of presence, less sickness, and lower workload. Sidenmark et al. [39] presented three techniques that use eye tracking to present subtitles in interactive VR.

Summary
In summary, previous research explored the integration of notifications in VR, placement of external information in HMD as well as the use of different modalities. However, insights on the environment and task-independent presentation of interactable notifications in VR are missing.

STUDY
We conducted a study that investigates how to present digital notifications in VR. We compared four notification placements while performing three tasks in three virtual environments. Thus, we employed a mixed design with three independent variables: placement, task, and environment. For the different placements, we showed notifications on a head-up display, attached to the user’s controller (On-Body), as a floating display, and in the surrounding virtual environment (In-Situ), see Figure 1. The placement and the design of notification were in line with the design recommendations by Ghosh et al. [12]. For the tasks, we selected gaming, learning, and problem solving tasks, which are common VR use-cases [15], see Figure 3. As environments, we used three virtual worlds with different scenarios and containing different objects: an open-air village (Open), a spaceship bride (Semi-Open), and a museum exhibition (Closed), see Figure 2. The open-air village represented an outdoor virtual environment which has been frequently used in 360° videos and games [42]. The spaceship bride was a prototype for a semi-open virtual environment that has been mainly used in science fiction games [43]. Virtual exhibitions are frequently used for the education of cultural heritage [36]. Our museum exhibition was a room-scaled closed environment that resembled experiences frequently found in indie games, such as Job Simulator [22].

We used environment as a between-subjects variable as this enabled us to run the study in less than one hour, which counteracts possible fatigue effects. Thus, a group of eight participants experienced each environment. The order of placement was counterbalanced across all participants, and the order of task was randomized within placement. As an apparatus, we used a Windows 10 PC with an NVIDIA GeForce GTX 1080, Intel i7, and 32GB RAM connected to the HTC Vive. The software was implemented in Unity using open-source assets.

Measurements
During the study, if a notification was not answered within 15 seconds, it was removed and counted as a missed notification. The number of missed notifications (Missed Notification Count) was measured as a dependent variable. As further dependent variables, we measured the amount of time it takes to respond to a notification (Response Time) and the absolute change of the distances of a participant to the current notification at the times the notification was displayed and answered (Answering Distance). To measure the effect of notifications in VR, we used the questions about noticeability, understandability, perceived urgency and perceived hindrance of notifications (Notifications in VR) taken from Ghosh et al. [12]. Furthermore, we measured the usability with the System Usability Scale (SUS) questionnaire [4] and the presence using the IGroup Presence Questionnaire (IPQ) [37] and the Presence Questionnaire (PQ) [50]. Moreover, we adapted the five questions about notification mechanisms (Notifications Mechanisms) by Weber et al. [45]. We used PQ to analyze if all environments result in the same sense of presence. Finally, we asked participants to provide qualitative feedback in a semi-structured interview.

Notification Design
For the study, we used realistic notifications. To not violate the participants’ privacy by collecting their personal data, one researcher collected his own notifications using the Notification Log app [48]. 60 notifications were selected from nine different apps and categorized into messaging, group messaging, email, social, non-social categories approximating the mean distribution of notifications received per user per day [29]. To personalize notifications, we replaced names and times with placeholders. During the study, for each participant, we replaced the name placeholders with real names and time placeholders with the current time. Furthermore, to provide interaction with notifications, we added two possible natural responses to each notification. The responses were created by three researchers and resembled responses provided by a system like Google’s Smart Reply [19]. We designed notifications by considering the state-of-the-art notification design and design recommendations for notifications [12, 45]. They had a rectangular shape, were showing notification text, app icon, triggering time and two buttons below for the responses, see Figure 1. For better readability, we used a dark background color with light sans-serif text, which is in line with the guidelines for using text in VR [9]. To interact with notifications, participants could use the round trackpad of the HTC Vive controllers without the need to look at a notification.
or aim on it. Pressing on the left or right side of the trackpad triggered the corresponding response button; hence, the button was highlighted with the red color to indicate the selection, and the notification was dismissed. To ensure that participants would not accidentally press on the trackpads, they were only used to respond to an active notification.

**Notification Placements**

While the Head-Up Display and On-Body conditions placed notifications directly on the participant, in the Floating and In-Situ conditions, they were attached to the close-by location.

**Head-Up Display** placement resembled the interface design of traditional video games. Here, notifications were displayed 0.25 meter away from the front of the VR headset and were $25^\circ$ pitched, see Figure 1a. Since a text displayed in the bottom-center position results in higher comprehension than the others while walking [32], the notifications were shown in the center of the lower half of the field-of-view.

The On-Body condition was inspired by smartwatches; notifications were attached to the controller of the participant’s dominant hand, see Figure 1b. For this placement, we positioned notifications on the outer side of the controller in a distance of 15 cm and pitched by $60^\circ$. The selected rotation and distance made it easier to read a notification over the participant’s wrist as the extension of it and reduced the need to raise the controller in front of the eyes.

For In-Situ, notifications were placed on a wall, see Figure 1d. We used a raycasting method to determine the wall to place a notification. For this placement, we neglected the pitch of the head not to display notifications at the floor, on the ceiling or in the sky. If the ray intersected with a wall, we used this point to display a notification. In all other cases (i.e., intersection with a window or an open door), we used the nearest wall to the intersection and then found the nearest point between this wall and the participant. After a position on a wall was found, we tested if the notification was colliding with any other object. If so, the notification was moved towards the center of the room until the area was free. If not, we displayed the notification on this wall.

For Floating, notifications were positioned freely floating in front of the user in the height of 1.5 meters, see Figure 1c. We used the same method as in the In-Situ to find the wall in front of the participant. However, in this placement, the location of a notification depended on the distance between the participant and the wall. To avoid jump scares by displaying notifications too close to the participants, and to make notifications appear neither on the walls nor outside of the virtual room, we applied following rules: (1) If there was more than two meters distance between the participant and the wall, we placed the notification one meter in front of the participant. (2) If the distance was two meters or less, the notification was placed one meter away from the wall.

**Tasks**

For the evaluation, we implemented three primary tasks which participants had to perform while being in the environments: Gaming, Learning, and ProblemSolving, see Figure 3. The tasks were designed to involve common VR interactions, including visual search, navigation, exploration, pointing and clicking.

For the Gaming task, we implemented a simple ball collection task where participants walked within the environment and collected all randomly in free-space appearing balls with a controller. Upon touching a ball with a controller, it was removed, and a new ball appeared.

For the Learning task, participants had to solve text comprehension tests by reading texts and afterward answering a question. The task involved basic learning activities, such as focusing on the content and solving a problem. We used text paragraphs with an average length of 515 characters ($SD = 109$)
and questions from a collection adapted from the book *Speed Reading: A Course for Learners of English* [30]. The texts were displayed alternating on two boards positioned at opposite ends of the virtual environment. After reading the text, participants could press the virtual button (see Figure 3b) to view the question. Four possible answers were shown on the board. After answering the question, the right answer was displayed on the board, and the participants had to walk to the other board for the next text.

For the ProblemSolving task, we implemented a VR version of the card sorting task by Berg [2]. The cards were alternatingly displayed on the tables positioned at the opposite ends of the virtual environment, similarly as in the Learning task, see Figure 3c. Participants could sort the cards by using the laser pointer attached to the virtual controller. For the task, we used a deck of 64 cards having one of three features with four possibilities. The features were the form (triangle, star, plus, circle), the color (red, green, yellow, blue) and the count (1,2,3,4). Participants had to sort the cards onto four target cards (one red triangle, two green stars, three yellow plus symbols, and four blue circles). To sort a card, participants had to point the corresponding button below the target card and click the trigger button on the controller. The cards had to be sorted by one of the three features, whereas the rule was randomly chosen and unknown to the participant. After five cards were correctly sorted, the rule was changed. After ten cards were sorted (including the wrong moves), the task transferred to the next table. Thus, participants had to walk to the next table to continue to sort the cards. If all cards were sorted, they were automatically shuffled to continue.

**Virtual Environments**

The tracking volume in our lab was approximately $4 \times 5$ meters, and participants could freely walk within this obstacle-free area. For our three Environments, we used full tracking space. Each of the Environments had a virtual door or a grate located where participants could enter and leave the Environment to start and end the study but also to fill questionnaires between the conditions. Each Environment is shown in Figure 2. They had the same walkable area with the door or a grate at the same place. The Open environment represented by a small open-air farmer village, the Semi-Open environment was a spaceship bride with a view into the outer space, and the Closed environment was an exhibition in a museum.

**Participants**

We recruited 24 participants (6 female, and 18 male) through our university’s mailing list. The age ranged from 17 to 26 years ($M = 25.0$, $SD = 4.3$). All of them had either normal or corrected-to-normal vision. While only 2 participants never used a VR device, 12 used it more than once, and 10 used a VR device more than three times. We compensated participation with € 10.

**Procedure**

After welcoming the participants, we explained the procedure of the study. We then asked them to sign an informed consent form and answer demographic questions. Besides, we asked participants for 15 names of persons from whom they frequently receive mobile notifications to fill our name placeholders of notifications. We explained to participants how to interact with notifications and that notifications which were not responded within 15 seconds would be automatically dismissed. Then we helped participants to put on the VR headset and ensured that they were standing at the virtual door, the start and end point of each condition. To familiarize participants with all tasks and notification representation, we used an empty virtual tutorial room. Here participants could try the tasks, and interact with notifications.

After leaving the tutorial room through the virtual door, participants experienced all Placements × Tasks pairs in one Environment. They performed all tasks one by one with one Placement. Each Task continued for three minutes.
During a task, participants received five notifications in random intervals between 20 and 40 seconds. If a participant did not answer a notification within 15 seconds, it was removed and considered as missed. After finishing all tasks with one placement, a message was displayed informing participants to leave the room through the door. Then we helped participants to take off the headset and asked them to fill the questionnaire. The study took about an hour and 15 minutes.

### RESULTS

During the study, 24 participants completed three tasks for each of the four placements and received five notifications during each task. For the evaluation, we performed a quantitative analysis of the collected objective and subjective data. For the nonparametric data, we applied the Aligned Rank Transform (ART) using the ARTool toolkit[^1] and applied paired-sample t-test with Tukey correction, as suggested by Wobbrock et al. [51]. For all other analysis of variance (ANOVA)s, we used paired-sample t-test with Bonferroni correction. Whenever Mauchly’s test showed that the sphericity assumption was violated in the ANOVA, we report Greenhouse-Geisser (GG) or Huynh-Feldt (HF) corrected p-values.

### Objective Results

To reveal the main effect of placement, task, and environment on missed notification count, response time and answering distance, we applied three-way mixed ANOVAs. The results are summarized in Table 1.

### Missed Notification Count

There were statistically significant main effects of task and placement and two-way interaction effects of placement × task and task × environment. Post hoc tests revealed that all comparisons of tasks were statistically significant ($p < .001$) ($M = 0.3$, $SD = 0.9$; $M = 1.8$, $SD = 1.7$; $M = 1.1$, $SD = 1.7$; respectively for gaming, learning, and problem solving). For placement, all pairwise comparisons except floating vs. on-body ($p > .063$) were statistically significant ($p < .01$), see Figure 4a. The learning task led to significantly higher missed notification count than gaming and problem solving while using floating (all $p < .001$) and on-body (all $p < .005$) placements. Compared to other tasks, gaming resulted in the least missed notification count while displaying notifications using in-situ placement (all $p < .001$).

### Response Time

The response time of missed notifications was 15 seconds, as this was the maximum time a notification was shown. There was a statistically significant main effect of placement and task and two-way interaction effect of task × placement. The pairwise comparison of tasks

---

[^1]: http://depts.washington.edu/ilab/proj/art

---

![Figure 4. Diagrams displaying collected objective data. With * $p < 0.05$, ** $p < 0.01$, and *** $p < 0.001$ and all others are not significant (n.s.).](image-url)
revealed that all comparisons were statistically significant with \( p < .001 \) (\( M = 6.5s, SD = 2.2; M = 9.7s, SD = 3.6; M = 7.9s, SD = 3.8; \) respectively for Gaming, Learning, and Problem-Solving). For PLACEMENT, post hoc tests showed statistically significant difference (\( p < .002 \)) between all except Floating and On-Body (\( p > .003 \)), see Figure 4b. Learning task led to significantly higher response time than Gaming and Problem-Solving while using Floating (all \( p < .001 \)) and On-Body (all \( p < .005 \)) placements. Compared to other tasks, Gaming resulted in the least response time while displaying notifications using the In-Situ placement (all \( p < .001 \)).

**Answering Distance.** For the Head-Up Display placement, the distance to notifications was always the same. We found a statistically significant main effect of PLACEMENT and two-way interaction effect of PLACEMENT \( \times \) TASK. Pairwise comparisons for PLACEMENT showed that all comparisons were statistically significant (\( p < .001 \)), see Figure 4c. Compared to other tasks, Gaming resulted in the highest answering distance while displaying notifications using On-Body placement (all \( p < .001 \)).

**Subjective Results**

Following, we report the analyses of the subjective data that we collected through questionnaires that participants filled out after experiencing each placement with all tasks. As these results are task-independent, we conducted two-way ANOVAs to find the main effect of ENVIRONMENT and PLACEMENT on the IPQ and SUS scores, as well as on the scales of questionnaires about the Notifications in VR taken from Ghosh et al. [12] and the Notification Mechanism adapted from Weber et al. [45]. The results are summarized in Table 2 and Table 3.

To compare the main effect of the ENVIRONMENT on the sense of presence, we applied a one-way ANOVA on the data collected at the end of the study using the questionnaire by Witmer et al. [50]. There was no statistically significant main effect of ENVIRONMENT (\( F_{21} = 2.467, p > .109 \)). We argue that the presence feeling in all ENVIRONMENTS was the same with an average score of \( M = 167 (SD = 9) \), out of a maximum score of 224. It indicates that the VR experience in all ENVIRONMENTS provided a considerable level of feeling of presence.

**Notifications in VR Questionnaire.** Following, we present the results of the questionnaire that comes with four scales: Intrusiveness, Noticeability, Understandability, and Urgency (see Figure 5a). There was a statistically significant main effect of PLACEMENT for all scales. However, for all scales, we did not find any further statistically significant main or interaction effects. For Intrusiveness, post hoc t-tests revealed statistically significant differences between Floating and Head-Up Display (\( p < .003 \)), On-Body and Head-Up Display (\( p < .001 \), and Head-Up Display and In-Situ (\( p < .001 \)). For Noticeability, pairwise comparison showed statistically significant differences with \( p < .05 \) between all except Floating and On-Body.
(p = .57) placements. For Understandability, post hoc test revealed statistically significant differences between Floating and In-Situ (p < .001), On-Body and Head-Up Display (p < .029), and On-Body and In-Situ (p < .001). For Urgency, post hoc test revealed that only the difference between Head-Up Display and In-Situ was statistically significant (p < .001). The System Usability Scale Questionnaire. There was a statistically significant main effect of Placement on SUS score. No other statistically significant main or interaction effects were found. Post hoc test revealed significant differences in SUS scores between In-Situ and On-Body (p = .033), and Head-Up Display and On-Body (p = .021) placements, see Figure 5b.

Igroup Presence Questionnaire. We found a statistically significant main effect of Placement on IPQ score. There was no statistically significant main effect of Environment which was in line with the results of the Presence Questionnaire. No statistically significant interaction effect was found. Post hoc test showed a significant difference in IPQ scores between Head-Up Display and On-Body (p < .023) placements, see Figure 5c.

Questionnaire about Notification Mechanism. We analyzed the data that we collected using the questionnaire about the notification mechanism that was adapted from Weber et al. [45], see Figure 6a. The questionnaire had the following five statements with 5-item Likert scales each: (1) I would feel comfortable using this notification mechanism when I am in VR alone (Comfort); (2) I would feel comfortable using this notification mechanism when I am in VR with others (Comfort with others); (3) This notification mechanism disturbs my VR experience (Disturbing); (4) With this notification mechanism, I have the feeling that I am not missing a notification anymore (Not missing notifications); (5) This notification mechanism provides me the information that I want (Providing wanted information).

For Comfort and Comfort with others, there were no statistically significant main and interaction effects. For Disturbing, there were a statistically significant main effect of Placement and two-way interaction effect of Environment × Placement. Post hoc test revealed that the Head-Up Display placement was significantly more disturbing than the other placements, see Figure 6a. For the rest two scales of the questionnaire, we found a statistically significant main effect of Placement and no other main and interaction effects. For Not missing notifications, post hoc test showed that Head-Up Display was significantly less prone to miss notifications in comparison to other placements (p < .001) which was in line with the results with Missed Notification

<table>
<thead>
<tr>
<th>Table 3. ANOVA main effects and interactions for the scales of Questionnaire about Notification Mechanism and participant’s preference. (With E - Environment, T - Task, P - Placement)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comfort</td>
</tr>
<tr>
<td>Not missing information</td>
</tr>
<tr>
<td>Comfort</td>
</tr>
<tr>
<td>d_{effect}</td>
</tr>
<tr>
<td>E</td>
</tr>
<tr>
<td>P</td>
</tr>
<tr>
<td>E × P</td>
</tr>
</tbody>
</table>

Figure 6. Average scales of the Notification Mechanism questionnaire and question about participant’s preference. With * p < 0.05, ** p < 0.01, and *** p < 0.001 and all others are not significant (n.s.)
Count. Furthermore, Floating had significantly higher score than In-Situ (p < .05). For Providing wanted information, the pairwise comparison revealed statistically significant differences between On-Body and Head-Up Display (p < .042), and On-Body and In-Situ (p < .001).

Further Questions. To further evaluate our notification mechanism, we asked participants to rate the helpfulness of the suggested responses using a 7-item Likert scale. On average, participants were positive about the suggested responses (M = 5.3, SD = 1.5). Furthermore, a two-way mixed-model ANOVA was conducted to compare the effect of the ENVIRONMENT and the PLACEMENT on the question “I would like to use the notification system in my daily VR experience”, see Table 3 and Figure 6b. This revealed a statistically significant main effect of PLACEMENT. Post hoc test showed statistically significant difference between Floating and Head-Up Display (p < .001), Floating and In-Situ (p < .029), and On-Body and Head-Up Display (p < .002).

Interview Feedback
At the end of the study, we interviewed each participant. All interviews were audio-recorded for later analysis. We transcribed the interviews literally while not summarizing or transcribing phonetically, as suggested by the previous work [3]. To analyze the interviews, two researchers applied a simplified version of qualitative coding with affinity diagramming [14].

Overall, participants had a positive general impression about the system, as they indicated that the notification system was “comfortable” (P1, P4, P10) and “handy” (P13, P14, P23), and the virtual environments were “very immersive” (P5, P6, P12, P14). However, 7 (29%) participants commented on the distracting factor of the cable of the headset. Six participants commented on the tasks: 4 (16.6%) stated that they found the card sorting task hard, while for 2 (8.3%) the ball collection task was easy. 13 (54.2%) participants indicated that they would prefer to take off the headset if there is a need to do a complex task regarding the notification: “[I would not leave VR if] it is short, but for a mail with multiple paragraphs, I would” (P3). On the other hand, 11 (45.8%) participants stated that in general, they would not leave VR for a notification: “When you take the headset off you are not connected with the VR world anymore” (P23).

To the question about the provided answer possibilities, 6 (25%) were satisfied with the method: “A short answer during the game is perfect” (P22). However, 11 (45.8%) participants stated that only two answer possibilities were not enough. 9 (37.5%) participants said that they could imagine using a keyboard to enter text in VR to answer to the notifications. As an alternative to keyboards participants suggested utilizing a controller for gesture text input or free-hand writing (P8, P10, P19, P20, P22, P23). 6 (25%) participants indicated that typing in VR is cumbersome: “Actually, I would not type in VR, this would be too much trouble and complex” (P14). 14 (58.3%) participants wanted to have a text-to-speech feature to enable input without using a keyboard.

As further features, P2, P5 and P11 wanted to see notification history while in VR. 10 (41.6%) asked for mute and snooze functionality in case they do not want to be disturbed. Further suggested improvements for the system were haptic (vibration (P2, P19)) or visual (flashlight (P4)) feedback for each notification, possibility to zoom (P3, P18), showing In-Situ notification always on the same position (P4) and Head-Up Display notifications on the periphery (P18), and using non-primary hand to interact with notifications (P4, P9). For multi-user scenarios, participants (P3, P11, P18) stated that they would like to have an implementation that they can use it in multi-user environments in VR without privacy concern: “First, I would like to see only the sender, and then I can view the content of the notification on my arm.” (P3). 9 (37.5%) participants asked for a feature to filter notifications based on the triggering application, a sender, and a relation (one-to-one and group chat notifications).

While giving feedback about notification placements, P4 and P21 indicated that notifications in the In-Situ position were far away, but not distracting. However, 9 (37.5%) participants stated that they had to walk to be able to read the notifications on this placement. 13 (54.2%) participants said that notifications on the Head-Up Display placement were distracting and urgent: “I needed more time to get back into the task [after notification on the Head-Up Display placement]” (P3). P6 indicated that Floating notifications distracted the VR experience since it was possible to pass through the notifications. P2, P5, P8, and P22 stated that On-Body placement is advantageous when a user is doing a task in VR with hands, but otherwise, it was easy to miss notifications on this placement.

DISCUSSION AND LIMITATIONS
The study revealed significant main effects of TASK and PLACEMENT but no significant main effect of ENVIRONMENT. We found that Head-Up Display placement results in the lowest Missed Notification Count and the shortest Response Time followed by the Floating, On-Body and In-Situ placements. The subjective results revealed that displaying notifications on the Head-Up Display placement results in the highest noticeability, the strongest feeling of not missing notifications but is also more intrusive and disturbing than the other conditions. Consequently, the Head-Up Display placement causes the lowest presence feeling. Since notifications using this placement are displayed directly in front of the user and occupying the lower part of the field of view, participants considered them as the most urgent. Participants preferred receiving notification in VR the least using the Head-Up Display placement followed by the In-Situ placement.

In-Situ placement results in the highest Answering Distance. Consequently, this placement leads to the highest Missed Notification Count and the slowest Response Time. Participants considered notifications using this placement as the least noticeable and urgent ones. Furthermore, they thought about notification placed on a wall as the ones that can easily be missed and do not provide wanted information. However, participants’ feedback revealed that they were not disturbed by the notifications displayed using this placement but by the need to walk to the wall to read them.

Notifications using the On-Body and Floating placements received the highest Understandability score. Participants pre-
While we systematically varied the task and the environment, participants preferred **On-Body** placement for multi-user VR experiences. **On-Body** placement received the highest SUS score followed by the **Floating** placement. Furthermore, participants ranked notifications displayed in the **On-Body** placement as the ones that provide the most wanted information followed by the **Floating** placement. Similarly, **On-Body** placement causes the highest sense of presence followed by **Floating** and **In-Situ**.

While displaying notifications using the **Floating** placement, participants changed their position towards the notification the least. This shows that participants could easily read notifications displayed using this placement. However, as a notification could be displayed while the user is walking, they could walk through the notification which some participants stated as disturbing. On the other hand, using the **On-Body** placement, notifications are attached to the controller, providing users with control over the actual position of the notification. This placement enables participants to move the notification out of their sight to focus on their primary task.

There was a significant effect of the current task in VR on the **Missed Notification Count** and the **Response Time**. While performing the **Gaming** task, participants moved the most within the environment, and it resulted in the fastest **Response Time** and the lowest **Missed Notification Count**. On the other hand, the **Learning** task, which was the most concentration-demanding, caused the highest **Missed Notification Count** and **Response Time**.

**Limitations**

While we systematically varied the task and the environment to increase the generalizability of the results, the study design causes some limitations. To be able to generalize our results, we used three different virtual environments. However, we did not find a significant main effect of environment. Thus, we consider that more detailed research regarding the content of a virtual environment is needed to acknowledge any effect of it. We used notifications that were not collected from participants. To increase the realism and enable participants to envision how their notifications would appear in VR, we personalized the notifications using participants’ contacts. Therefore, we assume that we reduced potential effects caused by not showing participants’ notifications. Furthermore, participants indicated that not performing tasks with their hands could result in missing notifications when using the **On-Body** placement. Since we only used visual feedback, we assume that additional visual, auditory, or haptic feedback, as suggested by the participants could make the notifications more noticeable. However, future research is needed to test this assumption as additional feedback can affect the user’s sense of presence. Similar to previous work, e.g., Ghosh et al. [12], we asked participants to acknowledge notifications. However, participants wished to respond to notifications not only through two predefined responses but also using other approaches, including speech-to-text and free-hand writing. Accordingly, future work should compare different approaches to respond to notifications.

**DESIGN RECOMMENDATIONS**

Based on the results, we derived the following design recommendations for displaying digital notifications in VR:

- **Display only urgent notifications using a Head-Up Display.** Notifications using the **Head-Up Display** placement are the most intrusive, disturbing, and noticeable ones. Thus, the **Head-Up Display** placement should only be used to display urgent notifications, for which users would accept their negative impact to ensure receiving them.

- **Show unimportant notifications In-Situ.** Notifications displayed using the **In-Situ** placement are the least noticeable and the easiest to miss. Therefore, this placement should be used to display non-essential notifications, as the information can be delivered without interrupting the VR experience.

- **Use On-Body and Floating placements to display general notifications.** Notifications using the **On-Body** and **Floating** placements result in the highest **Understandability**, **SUS** scores, and feeling of presence. Considering that these placements are also the most preferred ones, we conclude that general notification should be displayed using **Floating** and **On-Body** placements. Users should be able to filter notifications to define which notifications are urgent. In addition to defining filters by sender or application, users should also be enabled to specify their preference for the multi-user VR environments.

**CONCLUSION**

We investigated four notification placements (**Head-Up Display, On-Body, Floating, and In-Situ**) while performing three tasks (**Gaming, Learning, and ProblemSolving**) in three virtual environments (**Open, Semi-Open, and Closed**). We found that showing notifications using a **Head-Up Display** placement decreases the response time and the number of missed notifications while increasing noticeability, distraction, and intrusiveness. Displaying notifications using the **In-Situ** placement increases the response time, the amount of missed notifications, and the distance walked to respond to the notifications while decreasing noticeability. **Floating** and **On-Body** placements are the most preferred placements for displaying notifications in VR. Furthermore, we found that showing notifications while performing a concentration-demanding **Learning** task results in the highest number of missed notifications and the highest response time. Conversely, displaying notifications while **Gaming** causes the least number of missed notifications and the shortest response time. Based on the results, we derived design recommendations. As our participants proposed to delay notifications, future work should investigate approaches to “snooze” notifications, as suggested by previous work on mobile notifications [47]. Finally, further research that enables users to respond to notifications without leaving the VR is needed. Quick responses, as provided by current mobile devices, might be a valuable approach.
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