
KnuckleTouch: Enabling Knuckle Gestures on
Capacitive Touchscreens using Deep Learning

Robin Schweigert

University of Stuttgart

Stuttgart, Germany

st112866@stud.uni-stuttgart.de

Jan Leusmann

University of Stuttgart

Stuttgart, Germany

jan.leusmann29@gmail.com

Simon Hagenmayer

University of Stuttgart

Stuttgart, Germany

st107469@stud.uni-stuttgart.de

Maximilian Weiß

University of Stuttgart

Stuttgart, Germany

maxuswhite@gmail.com

Huy Viet Le

University of Stuttgart

Stuttgart, Germany

mail@huyle.de

Sven Mayer

University of Stuttgart and

Carnegie Mellon University

info@sven-mayer.com

Andreas Bulling

University of Stuttgart

Stuttgart, Germany

andreas.bulling@vis.uni-stuttgart.de

ABSTRACT
While mobile devices have become essential for social com-

munication and have paved the way for work on the go,

their interactive capabilities are still limited to simple touch

input. A promising enhancement for touch interaction is

knuckle input but recognizing knuckle gestures robustly and

accurately remains challenging. We present a method to dif-

ferentiate between 17 finger and knuckle gestures based on

a long short-term memory (LSTM) machine learning model.

Furthermore, we introduce an open source approach that

is ready-to-deploy on commodity touch-based devices. The

model was trained on a new dataset that we collected in a

mobile interaction study with 18 participants. We show that

our method can achieve an accuracy of 86.8% on recognizing

one of the 17 gestures and an accuracy of 94.6% to differen-

tiate between finger and knuckle. In our evaluation study,

we validate our models and found that the LSTM gesture

recognizing archived an accuracy of 88.6%. We show that

KnuckleTouch can be used to improve the input expressive-

ness and to provide shortcuts to frequently used functions.

CCS CONCEPTS
• Human-centered computing → Touch screens; Em-

pirical studies in HCI; • Hardware→ Touch screens.
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1 INTRODUCTION
Over the last years, mobile devices evolved from being an

additional device that people carry around to a primary com-

puting and communication device. Nowadays, people per-

form a wide range of tasks on mobile devices, such as taking

pictures, navigation, and connecting with friends. However,

more complex tasks such as text editing are still mainly per-

formed on desktop or laptop computers. A likely reason for

this is that the input expressiveness of touch interaction is

still limited.

While the mouse and keyboard traditionally gave a large

variety to interact with the graphical user interface (GUI), to-

day’s touch interaction is mostly limited to a simple 2D touch

coordinate on the screen. Holz and Baudisch [12] showed

that touch is multidimensional but this is ignored by today’s

touch controllers. Therefore, researchers as well as touch

device manufactures are investigating new input dimensions.

For instance, recent iPhones can sense the pressure of the fin-

ger on the device (so-called ForceTouch). Harrison et al. [10]

proposed to use the knuckle as an alternative input to enable

an enriched interaction for touch surfaces. In their imple-

mentation, they used sound classification to identify knuckle

input. Today, Huawei smartphones do use knuckle input

for shortcuts such as screenshots but they offer no open

source solution, which makes it difficult to study and further

develop this input method on other mobile devices.
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We present two ready-to-deploy models to build enhanced
KnuckleTouchtouch interfaces. First, we present a model to
detect single knuckle inputs. Second, we present a long short
term memory (LSTM) gesture recognizer with 17 trained
gestures. We trained both models on ground truth capacitive
images recorded from 18 participants and validated them in
a second study with 12 participants. Our results show that
our LSTM gesture recognizer achieves a88:6%accuracy on
the validation dataset and the Knuckle detector an accuracy
of 94:6%.

The contribution of this paper is three-fold: 1) a dataset
for training and testing containing6:120gestures (618:012
capacitive images) for �nger and knuckle gestures and a
separately collected validation dataset with3:060gestures;
2) ready-to-deploy models enablingKnuckleTouchand 17
gestures; and 3) an evaluation ofKnuckleTouchgestures and
a set of use cases.

2 RELATED WORK

In the following, we present related work which leads to-
wards knuckle input for commodity touch devices. 1) we
present related work in the knuckle input domain. 2) we
present work in conjunction with gesture recognizer. 3) we
present work in which the raw capacitive sensor values are
used to enhance touch interaction.

Knuckle input

For knuckle input a wide range of use cases have been pro-
posed. The most prominent work regarding knuckle interac-
tion is by Harrison et al. [10]. They propose that four di�erent
parts of the �nger can be di�erentiated: The �nger pad, the
�ngertip, the nail, and the knuckle. Lopes et al. [21] use dif-
ferent hand gestures for actions such as copying, pasting
and deleting objects on a tabletop. Qeexo1 proposed �Fin-
gerSense�. With FingerSense it is possible to di�erentiate
between �nger, knuckle, nail, and stylus input on a touch-
screen. They propose a wide range of possible use cases such
as an eraser tool for drawing or shortcuts. Finally, some new
Huawei phones e.g. the Huawei P20 Pro o�er shortcuts using
the knuckle input such as a double tap for a screenshot.

In previous work on detecting the knuckle used various
approaches. Harrison et al. [10] identify the di�erent inputs
based on changes in the acoustical spectrogram retrieved
from conventional medical stethoscope with an electret mi-
crophone. With their system, they could di�erentiate be-
tween these four input methods with an accuracy of95%.
In contrast, Lopes et al. [21] use the sound of the gesture
for input identi�cation. They used the characteristics of the
amplitude envelope and the fundamental frequency to detect
di�erent interactions. Chen et al. [5] enabled Knuckle input

1https://www.qeexo.com/ � last accessed 2019-04-04

by using a smartwatch on the interacting arm to di�erentiate
between tap and knuckle input.

Gesture Input

To detect user-de�ned gestures, previous work presented
di�erent recognizers. Rubine et al. [23] proposed the Ges-
ture Recognizers Automated in a Novel Direct Manipulation
Architecture (GRANDMA), a �rst attempt to add gesture
interaction capability to direct manipulation interfaces. One
year later, the same author presented a set of features to au-
tomatically recognize gestures [24], including angle, length
and rotation features. Long et al. [20] extended the set of
features by curviness and the aspect.

To reduce the e�ort when integrating gesture recognition
into prototypes, Wobbrock et al. [1, 27, 28] presented three
algorithms to recognize gestures using on an instance-based
nearest-neighbor classi�er with a Euclidean scoring func-
tion. Additionally. Li et al. [19] showed that his proposed
Protractor showed advantages over both Rubine [23] and the
DTW recognizers [30].

Today, more advanced gesture recognizers use machine
learning (ML). Here, Gillian and Paradiso [7] presented the
Gesture Recognition Toolkit (GRT) which is a cross-platform
machine-learning library for real-time gesture recognition.
Ten et al. [25] presented a di�erent approach that uses multi-
dimensional Dynamic Time Warping (DTW) to detect ges-
tures. Recently, Google published QuickDraw2 which uses
neural networks to recognize user-drawn images. Trigueiros
et al. [26] further compared four well-known machine learn-
ing algorithms to detect hand gestures and found that neural
networks had a good performance.

Capacitive Recognition

A large body of work is dedicated to extracting information
from capacitive sensors. The basic form of data extraction is
built-in in today's touch devices, where the touch controller
performs a fast and straightforward extraction to determine
the x and y position of the �nger to perform an input ac-
tion. However, Holz et al. [12] showed that there is more to
the input than the center of the �nger touching the sensor.
Kumar et al. [14] presented an improved pipeline to extract
the x and y position. In their implementation they used a
Convolutional Neural Network (CNN) model to predict the
position and gained a increases of23:0%in touch accuracy.

Le et al. [18] presented a feasibility analysis of how to per-
form �nger identi�cation based on capacitive touchscreens
using CNNs. Based on the possibility of Fully Touch Sensitive
Smartphones, Le et al. [17] presented a model that can detect
which �nger is touching the phone at which location. Holz
et al. [13] presented a method to use the capacitive image

2quickdraw.withgoogle.com/
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